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ABSTRACT

Agreement Attraction in Turkish

In this thesis, I investigate the existing agreement attraction effects in Turkish and
how these effects interact with various phenomenon such as (i) case syncretism and
local ambiguity, (ii) form heuristics, (iii) response bias, and (iv) honorific readings.
Previous studies have shown that speakers occasionally find ungrammatical sentences
violating number agreement acceptable when there is another noun sharing same
number with the verb, in other words exhibited agreement attraction. Lago et al.
(2019) found that genitive-possessive structures were able to induce agreement
attraction effects within native Turkish speakers in a speeded acceptability
experiment. However, due to the nature of the Turkish and acceptability studies, there
are multiple alternative explanations for the existing effects. This thesis aims to weed
out possible confounds and clarify the effects by conducting four speeded
acceptability judgment experiments. We showed (i) that case-ambiguity on the head
noun does not play a role in Turkish agreement attraction (Experiment 1, N = 118),
(i1) that participants do not use form-driven-processing-strategies to answer judgment
questions (Experiments 2A, N = 80, and 2B, N = 95), (iii) that response bias
induced ungrammaticality illusion and only decreased the magnitude of
grammaticality illusion (Experiment 3, N = 114), and (iv) that a possible honorific
reading does not license superfluous plural marking at the verb (Experiment 4,

N = 174). Together, our results challenge cue-based retrieval accounts of agreement
attraction and can be accommodated by accounts that assume attraction occurs due to

erroneous encodings.
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OZET

Tiirkcede Uyum Benzesmesi

Bu tezde Tiirk¢ede daha 6nce bulgulanmig uyum benzesmesi ve bu bulgularin (1)
durum aynilagmasi ve yerel belirsizlik, (i1) bicim temelli sezgisel stratejiler, (ii1) tepki
yanlilig1 ve (iv) olas1 saygil dil kullanimi1 okumasi gibi olgularla etkilesimi
incelenmektedir. Onceki calismalar gostermistir ki konusanlar, tiimce icinde yiiklem
ile ayn1 say1 ¢cekimini paylasan bagka bir ad 6begi bulundugu vakit, say1 uyumunu
ihlal eden tiimceleri sik sik kabul edilebilir bulmuslar, diger bir deyisle uyum
benzesmesi etkileri gostermislerdir. Lago v.d. (2019) iyelik 6begi yapilarinin
kullanildig1 deneylerde anadili Tiirk¢e olan konugucularin sabit-hizli dilbilgisel
yanlilik degerlendirmelerinde uyum benzesmesi gerceklestirdigini bulgulamugtir.
Fakat, Tiirk¢enin ve dilbilgisel yanlilik ¢alismalarinin dogasindan kaynaklanan bazi
alternatif hipotezler gelistirilebilir. Bu tez dort sabit-hizli dilbilgisel yanlilik
degerlendirme deneyi kullanarak bu olast hipotezleri, diger bir deyisle parazit
faktorleri, elemek ve etkileri netlestirmeyi amaglamaktadir. Yaptigimiz deneylerle (i)
bas 6gede durum aynilagmasinin Tiirk¢edeki uyum benzesmesinde rol oynamadigini
(Deney 1, N = 118), (ii) katilimcilarin dilbilgisel yanlilik sorularini cevaplarken
bicim-giidiimlii-isleme-stratejisi kullanmadigin1 (Deney 2A, N = 80, ve 2B,

N =95), (111) tepki yanliliginin dilbilgisidisilik yanilsamasina sebebiyet verdigini ve
dilbilgisellik yanilsamasini azalttigini (Deney 3, N = 114), son olarak da (iv) olas1
bir saygili dil kullanim1 okumasinin yiiklemdeki fazla cogul eki kullanimin
yetkilendirmedigini (Deney 4, N = 174) gosterdik. Birlikte ele alindiginda,
sonug¢larimiz ipucu-odakli geriye getirme izahatlerine meydan okumakta olup
benzesmenin hatali kodlama dolayisiyla gerceklestigini varsayan izahatlerle

aciklanabilmektedir.
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CHAPTER 1
INTRODUCTION

In this chapter, I will present the aim of this thesis, the linguistic conventions used
throughout the thesis, the statistical approach, and some basic properties of Turkish
that will be necessary for the remainder of the thesis. I will also give the outline of

the thesis.

1.1 Aim of the thesis

This thesis explores the processing of subject-verb number agreement. Specifically,

it investigates the sentences in which there is an additional plural-marked element,
attractor, and how it interferes with the subject-verb number dependency. The typical

example for this interference called number agreement attraction can be seen in (1a)

and (1b) taken from Bock & Miller (1991).

(1) a.* The key to the cabinet are on the table.
b. * The key to the cabinets are on the table.

Previous research has found that participants find ungrammatical sentences
acceptable more often and have less difficulty processing them when there is an
additional plural marked element, attractor, in the vicinity as in (1b) compared to
(la). Examples in (1) are essential for the following reasons. Both sentences are
ungrammatical because the agreement controller ‘key’ is singular, but the verb ‘were’
is plural. However, the degree of perceived ungrammaticality, thus their acceptability,
differs from one another. While the ungrammaticality in (1a) is easily noticed,
psycholinguistic studies have shown that people systematically fail to see the
ungrammaticality in (1b) (Nicol et al., 1997; Pearlmutter et al., 1999; Wagers et al.,
2009, among others). This difference in acceptability was found to be robust both in
production (Bock & Miller, 1991) and comprehension (Nicol et al., 1997,
Pearlmutter et al., 1999) of such sentences in various languages, including Arabic
(Tucker et al., 2015), Armenian (Avetisyan et al., 2020), Hindi (Bhatia & Dillon,
2022), Spanish (Lago et al., 2015), and Turkish (Lago et al., 2019).
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Within the last 30 years, researchers have found that an effect and its
magnitude are contingent on various syntactic, semantic, and extra-linguistic factors.
These factors include syntactic distance effects (Hartsuiker et al., 2001; Nicol et al.,
1997; Kaan, 2002), linear distance effects (Pearlmutter, 2000; Bock & Cutting,
1992), the effects of syncretic forms (Slioussar, 2018), distributivity characteristics
and collective readings of nouns involved (Eberhard, 1999; Vigliocco et al., 1996a;
Kurtzman & MacDonald, 1993; Humphreys & Bock, 2005), syntactic category of the
phrase containing the attractor (Bock & Miller, 1991; Bock & Cutting, 1992), a priori
response bias of the participants (Hammerly et al., 2019), and more.

These findings have been accounted for mainly via three different accounts:
(i) feature percolation, (ii) marking and morphing, and (iii) cue-based retrieval.

Feature percolation accounts started with the pioneering work done by Bock
& Miller (1991). Bock and her colleagues!' proposed a theory of agreement attraction
that speculates that some features of the attractors are percolated upwards to the
agreement controller. In structures such as ‘the key to the cabinets ..., the plural
feature of the attractor ‘cabinets’ migrated or copied to the higher element, the
agreement controller ‘key.” This understanding of agreement attraction is closely
related to the notions of feature inheritance and feature copying from the prominent
syntactic theory of generative syntax (Chomsky, 1993; Gazdar et al., 1985). Similar
to these notions, the number feature of the plural attractor may be copied to the
syntactically dominating singular controller, which in turn erroneously licenses an
agreement between the singular agreement controller and the plural verb, agreement
probe.

However, many studies have found that a syntactic relation, such as sharing
the root node in phrase between,the controller and the attractor is not needed for
attraction effects to surface (Hartsuiker et al., 2001; Franck et al., 2006; Fayol et al.,
1994; Pfau, 2003). An example of such an agreement attraction phenomenon can be

seen in (2a). The direct object in the sentence ‘de monteurs’ interfered with the

'Bock & Miller (1991), Bock & Cutting (1992), Bock & Eberhard (1993)



agreement process between the auxiliary ‘hebben’ and the subject ‘de baas’. In
addition, attraction rates were found to be affected by the semantic manipulations
such as the distributive reading of the distractor as in (2b) as opposed to (2¢) even
though both have the same syntactic structure (Vigliocco et al., 1995; Eberhard, 1997,

Humphreys & Bock, 2005).

(2) a.* Peter roept dat de baas de monteurs hebben gebeld.
Peter shouts that the boss the mechanics have called

‘Peter shouts that the boss have called the mechanics.’
b. The gang on the motorcycles ...
The gang near the motorcycles ...

The fact that syntactically unrelated distractors and semantic notions such as
distributivity and collective readings could probe attraction effects pointed towards a
more forgiving analysis in terms of the limitations on the percolation. The Marking
and Morphing account argued that features could percolate between any syntactic
nodes; however, the syntactic distance these features need to move reduces the
possibility of attraction as it increases (Eberhard et al., 2005). In addition, the number
attraction may also occur in the notional representation level, which is independent of
the syntax. The agreement has two different stages in this model: Marking and
Morphing. At the number-marking stage, participants form a conceptual
representation of the phrase. A notional plurality of an expression of the available
distributive readings may result in agreement attraction effects in the
number-marking stage. In addition to the number-marking stage, attraction can also
occur in the number-morphing stage. In this stage, the attraction is governed by other
sources of number information and their syntactic distance to the subject head. A new
number value is given to the whole phrase with the notional number and the weighted
numbers of other elements in the sentence. If this new number is not definitively
singular, then the attraction may surface. The magnitude of the effect is conditional
on the aforementioned pieces of information.

The Marking and Morphing account handles issues such as distributivity,

interference of direct objects, and attractors such as ‘gang’, which are syntactically



singular but notionally plural. However, the fact that these effects were usually seen
in ungrammatical sentences as in (3b) but not in (3a) could be explained by neither

feature percolation nor the Marking and Morphing accounts (Wagers et al., 2009).

(3) a. The key to the cabinets was rusty.
b. * The key to the cabinets were rusty.

An account of attraction based on the cue-based retrieval (Lewis & Vasishth,
2005) successfully explained these facts. These accounts theorize that the attraction
occurs after the verb is read, and it is due to an erroneous retrieval of the agreement
controller, and not due the erroneous representation. When the sentence is
grammatical, as in (3a), the cues of the verb completely match with the features of
the subject. Due to this total match, the features of the attractor cannot interfere with
the subject-verb dependency and affect the processing. However, in ungrammatical
sentences like (3b), there is no single total match, and both nouns match partially
with the cues. The attractor ‘cabinets’ matches the number feature, and the head ‘key’
matches the subjecthood related feature. Thus, both nouns compete to resolve the
dependency relation. According to retrieval accounts, participants’ memory falters
occasionally, and the verb erroneously agrees with the attractor on those occasions.
Thus, the attraction results from a memory-fallacy, not a representation-related
problem. However, a recent study by Hammerly et al. (2019) showed that this
grammaticality asymmetry could be explained via response bias and not necessarily
due to memory-retrieval processes.

There are additional accounts that incorporate focuses on (i) rational
interference (Ryskin et al., 2021; Bergen & Gibson, 2012), (i1) competition (Nozari &
Omaki, 2022), and (iii) self-organized sentence processing (SOSP) (Villata et al.,
2018; Smith et al., 2018, 2021). According to the rational interference account,
participants consider the probability of an utterance given a language model and the
likelihood that noise corrupted the originally intended sentence into the utterance
they encountered. When participants find corruption more likely to happen than the

sheer ungrammaticality, they correct the utterance they encounter; thus, agreement



attraction effects arise. As for the competition model, Nozari & Omaki (2022)
assumes that every pre-verbal plural element activates the plural verb form, and
activation is directly contingent on how recently it was produced. Lastly, in SOSP
models, the minimal unit of operation is a treelet. These treelets combine with other
treelets depending on how well their features match each other. When there is more
than one possible way to form treelets, competition arises among them, creating
processing difficulty and slowing the processing, thus the attraction effects.

To sum up, there is no consensus of what is the underlying nature of the
attraction effects. Most of the theorization depends on a limited number of
experiments in limited number of languages, which creates an opportunity to
investigate different languages using different constructions with different
manipulations. By exploring the murkier areas in the attraction field, we hope to
provide additional emprical data and clear picture of the attraction.

The main aim of this thesis is three-fold: (i) to investigate the role of local
ambiguities, shallow processing, and response bias, as well as to eliminate possible
confounds in the previous findings, (ii) to contextualize the findings on task effects
within the existing agreement attraction accounts, and (iii) to present a
comprehensive picture of Turkish agreement attraction facts. To this end, we
conducted four speeded acceptability judgment experiments using sentences based on
Lago et al.’s (2019) items. An exemplary structure is shown in (4). Attractors
(underlined) in our Turkish items always precede the head (bold), and the number is

marked in an agglutinative manner overtly with the suffix ‘-IAr’.2

(4) * Milyoner-ler-in terzi-si tamamen gereksizce  kov-ul-du-lar.
millionaire-PL-GEN tailer-POSS completely without_reason fire-PASS-PST-3PL.

‘The millionaires’ tailor were fired for no reason at all.’

2A in ‘-IAr is an archiphoneme. Archiphonemes are used when the sound is underspecified for
certain features. Throughout the thesis, we make use of archiphonemes. A stands for non-high vowels
which are underspecified in their backness feature. I stands for high vowels which are underspecified
in both backness and roundness features. Thus, ‘-/Ar’ means that the suffix may either surface as ‘-ler’
or ‘-lar’ depending on the previous vowel. Similarly, the possessive suffix ‘-s/(n)’ may surface as one

[P A B

of the following forms: ‘-si’, ‘-si’,
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su’, “-sii.



Experiment 1 (see Chapter 3 for details) investigates a possible confound in
Lago et al.’s (2019) items and the effects of local ambiguity caused by a case
syncretism. Since all subject heads in the Lago et al.’s (2019) study end with a
consonant, the marking on the subject head is ambiguous between the possessive and
accusative suffix. We modified Lago et al.’s (2019) items, used unambiguous subject
heads with unambiguous possessive marking, and replicated the Lago et al.’s (2019)
experiment.

Experiments 2A and 2B (see Chapter 4 for details) explore a possible
explanation for agreement attraction based on shallow-processing. Turkish verbal and
nominal plural morphemes are identical, unlike other languages where the agreement
attraction effects are seen. Due to this fact, we hypothesized that previous findings
might be due to a shallow-parsing mechanism where participants check whether or
not there was a plural marking present in the sentence and deem sentences
grammatical if they have a memory of the form of the plural morpheme.

Experiment 3 (see Chapter 5 for details) is concerned with a priori response
bias of participants and ungrammaticality illusion. A recent study by Hammerly et al.
(2019) showed that an important generalization, grammaticality asymmetry, can be
modeled as a function of the response bias in the psycholinguistic experiments, rather
than a side effect of a reanalysis process as proposed by the cue-based retrieval
theory. Since their findings challenge the semi-established understanding of
agreement attraction and are only shown in one language using one structure, we
wanted to replicate their results in Turkish. Given that the basic assumptions of
response bias analysis and the Marking and Morphing account should not depend on
a specific language, we expect to see similar effects of the plural attractor both in

grammatical and ungrammatical sentences.



1.2 Conventions

1.2.1 Linguistic Conventions

Throughout the thesis, we gloss linguistic examples using Leipzig glossing
conventions (Haspelmath, 2014; Comrie et al., 2008) and use capital letters to
indicate allomorphy. We use the Modern Standard Turkish orthographic conventions
for linguistic examples in which most, but not all, letters match with IPA symbols.
The following is the IPA counterparts of non-comforting sounds: ii for [y], 6 for [¢], 1
for [w], ¢ for [{f], c for [d], s for [[]. All decomposable morphemes are separated by a
dash ‘=’ both in the example and in the glossing line. Non-decomposable and zero
morphemes are only shown in the glossing line with a dot . and square brackets,
respectively. All ungrammatical sentences are marked with an asterisk ‘x” at the
beginning of the sentence, while grammatical ones are not marked with any symbol.
If there is a speaker variability, we used the percentage symbol ‘%’. When we want
to emphasize a feature or when the language does not have a morphological output
for a specific feature, we use a subscript text to highlight this feature or show the
abstract feature. For example, the number information in English sentences with past

tense is not shown explicitly, so we sometimes mark it with a subscript text.

1.2.2 - Statistical Conventions
In this thesis, we make use of Bayesian inference. There are multiple reasons behind
this choice.

Bayesian inference allows us to integrate our beliefs and hypotheses into the
data analysis process. It is done using prior distributions P(#) in formula (1.5).
While the likelihood part (P(y;|0)) depends solely on the data itself and expresses
how likely is the data point (y;) is given our hypothesis (#), the prior part P () gives
us the prior possibility of our hypothesis (¢). In Bayesian inference, we multiply
every data point with a probability distribution that we specify according to what we

believe is going on in the world. By doing so, we give our hypotheses definite forms



and allow us to formulate possible competing explanations of the data and test both

of them against the data.

P(0ly) HP(ml@)P(f)) (1.5)

This procedure also allows us to decide how much we want to integrate from
previous literature, which is made possible by the use of priors. In addition to our
hypotheses, we can inform our model and calculations about previous behavioral
data. For example, response times typically have a positive skew with a long tail
following the central mass, as stated in Lee & Vanpaemel (2018) and Luce (1986).
Specifying this tendency in a model would deem some response time values less
likely, and thus would diminish the effect of an outlier data point in our model. This
also entails that not all experimental data are equal, and their contributions are equal.

Moreover, the details of the prior distribution reflect our degree of confidence
in that hypothesis. We can provide a very specific distribution with thin tails, which
would mean that we are very confident about how the data is distributed. On the other
hand, we can have a completely flat distribution, meaning that we have no
information or prior evidence about the data.

Lastly, it deals with uncertainty, which is an important aspect when we cannot
gather all the possible data. If we were to use frequentist analyses and provide
p-values in our models, we would have no way of knowing whether or not our
p-value is a result of our sample size or the effect size. That is, having a small effect
in magnitude and a large pool of participants and a larger effect in magnitude with
fewer data points may give us the same p-value as a result. Thus, reported p-value
would either tell us we have pinpointed a nice effect or we do not have enough
participants. On this negative aspect of reporting p-values, a recent study has shown
that when the power of the study is low, and the study has found an effect, the effect
is overestimated and depicts an exaggerated picture of the phenomenon (Vasishth
et al., 2018). Using Bayesian Inference, we are not dealing with the significance filter

that depends solely on the p-value. Instead, we report the posterior probability



distributions for each parameter in our model, which shows the relative likelihood of
any data point given our model, data, and the prior. For these reasons, we used
weakly-regularizing priors in our models similar to the ones in Avetisyan et al.
(2020). Semi-informative in this context means that we are not using flat priors;
however, we are also not using any priors that greatly diminish probability space.

While using Bayesian Inference, we fitted models using the brms package in
R (Biirkner, 2017, 2018). It allowed fitting complex hierarchical Bayesian models
with five lines of code. Prior to modeling, we had to define relations between the
levels of our manipulations. For example, in all experiments, we manipulated the
number of the attractor; it is either plural or singular. We redefined being plural as
+0.5 and being singular -0. 5, which is called sum contrasts. Brehm & Alday (2022)
shows why setting your contrasts and specifying them explicitly is essential.

Before the Bayesian analysis, we cleaned the data and visualized general
tendencies present in the data using the tidyverse package system in R (Wickham
et al., 2019). In the data-cleaning process, we went through some ‘rule-of-thumb’
exclusions, such as excluding exceptionally fast responses or excluding participants
with too many inaccurate answers to obvious questions. We did not include missing
data points in our analysis and assumed that data were missing completely at random
(Van Buuren, 2018). In the data visualization process, we visualized mean values and
the standard error values for our data using the ggplot2 package (Wickham &
Wickham, 2007). Our standard errors were computed following Morey (2008) and
Cousineau (2005).

The following list is all of the software and packages we used in this thesis: R
(R Core Team, 2020, Version 4.0.3) and the R-packages bayesplot (Gabry et al.,
2019, Version 1.8.0), brms (Biirkner, 2017, 2018, Version 2.14.4), cowplot (Wilke,
2020, Version 1.1.1), data.table (Dowle & Srinivasan, 2021, Version 1.14.2), dplyr
(Wickham et al., 2022, Version 1.0.8), gdata (Warnes et al., 2017, Version 2.18.0),
gganimate (Pedersen & Robinson, 2020, Version 1.0.7), ggdist (Kay, 2021, Version
2.4.0), ggplot2 (Wickham, 2016, Version 3.3.5), ggstatsplot (Patil, 2021b, Version



0.8.0), here (Miiller, 2020, Version 1.0.1), knitcitations (Boettiger, 2021, Version
1.0.12), knitr (Xie, 2015, Version 1.37), magrittr (Bache & Wickham, 2022, Version
2.0.2.9000), papaja (Aust & Barth, 2020, Version 0.1.0.9997), patchwork (Pedersen,
2020, Version 1.1.1), purrr (Wickham & Henry, 2021, Version 0.3.4.9000), Rcpp
(Eddelbuettel & Francgois, 2011; Eddelbuettel & Balamuta, 2018, Version 1.0.8),
rstan (Stan Development Team, 2020a, Version 2.21.2), StanHeaders (Stan
Development Team, 2020b, Version 2.21.0.7), tidybayes (Kay, 2020, Version 2.3.1),
tidyr (Wickham, 2021, Version 1.1.3.9000), tinylabels (Barth, 2021, Version 0.2.1),
and yaml (Stephens et al., 2022, Version 2.2.2).

1.3 Turkish Facts

This thesis deals with the agreement attraction facts in Turkish, an agglutinative
language with rich morphology. Our manipulations make us of various aspects of
Turkish morpho-syntax. These include case marking, possession marking, number
marking, and the relative clause structure. In this section, we briefly exemplify these

aspects of Turkish morpho-syntax.

1.3.1 Number Agreement

Turkish uses ‘-/Ar’ and ‘-Iz’ suffixes to mark the number information (Goksel &
Kerslake, 2005). The morpheme ‘-1z’ only surfaces with first-person and
second-person plural while ‘-/Ar’ surfaces with the third-person plural. None of the
experimental or filler items contain first-person and second-person pronouns in this
thesis. Thus, we are only interested in ‘-IAr’.>

The verb in Turkish may be marked overtly when the subject is a plural entity.

However, this marking is not obligatory in Turkish (Goksel & Kerslake, 2005). Both

(6a) and (6b) are grammatical since plural marking at the verb is optional in Turkish.

3Turkish has two types of plurality marking: additive and associative, both of which are marked
with ‘-I[Ar’. One way to distinguish between two plurals is to use with possessive marking. While
‘anne-m-ler’ (after the first person possessive) can be translated as my mom and her associates, ‘anne-
ler-im’ (before the first person possessive) can be translated as my moms. See Dikmen (2021) for
further discussion and why they do not have to be treated separately.
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(6) a. Cocuk-lar okul-a git-ti-ler.
kid-PL[NOM] school-DAT[SG] go-PST-3PL

‘Kids went to school.’

b. Cocuk-lar okul-a git-ti.
kid-PL[NOM] school-DAT[SG] go-PST[3PL]

‘Kids went to school.’

This optionality is only relevant when the subject is plural. When the subject

is singular, the verb cannot have a plural marking ‘-/Ar’ as in (7).

(7) * Cocuk okul-a git-ti-ler.
kid[NOM.SG] school-DAT[SG] go-PST-3PL

‘Kid went;, to school.’

Moreover, Turkish verbs have to be marked with an overt plural morpheme
when the subject is pro-dropped; thus, retrieved from the context and not readily
available in the sentence. Consider (8a) and (8b), where the first sentence provides
the plural entity ‘cocuklar.” The subject of the second sentence is dropped and
represented with pro;. The coindexation with the subscript i represents that the sick

ones from the first sentence.

(8) a. Cocuk-lar; okul-a git-mig(-ler)-di. pro; Hasta-lan-muig-lar.
kid-PL[NOM] school-DAT[SG] go-EVID(-PL)-PST pro; sick-VBLZ-EVID-PL

‘Kids went to school. They got,, sick.’

b. * Cocuk-lar; okul-a git-mig(-ler)-di. pro; Hasta-lan-mus.
kid-PL[NOM] school-DAT[SG] go-EVID(-PL)-PST pro; sick-VBLZ-EVID[SG]

Intended: ‘Kids went to school. They got; sick.’

One other aspect of Turkish number agreement is that plurality is not
accessible even when the nouns are notionally plural. They cannot be used with
phrases like ‘birbirleriyle’ (each other), nor with the plural marking at the verb as in

(9a) and (9b) (Sag, 2019).

(9) a. * Aslan birbirleriyle savag-ir.
lion[SG] each_other fight-AOR[SG]

Intended: ‘Liong,y;, fight with each other.’

b. * Aslan orman-1 koru-r-lar.
lion[SG] forest-ACC protect-AOR-PL

Intended: ‘Liong,y, protect the forest.’

11



However, not every ‘-IAr’ provides plurality meaning. The verbal plural
morpheme is also used as the honorific marker (10). However, when used as an
honorific marker, the sentence includes various other elements that emphasize this

formal setting, such as ‘bey’ (sir), ‘efendim’ (sir) or ‘hanim’ (Mrs.).

(10) Doktor Hanim gel-di-ler  efendi-m.
doctor Mrs.  come-PST-HON sir-POSS.1SG

‘Mrs. Doctor has arrived, sir.’

1.3.2 Possessive Constructions

Another important morpho-syntactic aspect of Turkish for agreement attraction
studies is the possessive constructions. Turkish has three different possessive
constructions: genitive-possessive constructions (GP), possessive free genitives
(PFG), and possessive compounds (PC) as in (11a), (11b), and (11c), respectively. In

this thesis, we only use genitive-possessive constructions.

(11) a.Adam-n araba-si
man-GEN car-POSS

‘the man’s car’

b. Adam-in araba
man-GEN car

‘the car of the man’

c. Adam araba-si
man  car-POSS

‘man’s car’

As seen in (11a), GP can be seen as a Turkish equivalent of the Saxon
Genitive, in which the possessor is marked with the genitive case and the possessee
with the possessive marker. Although possessive suffix agrees with the possessor’s
grammatical person with pronominal forms as in Table 1, we are not concerned with
any of the allomorphy here since we never utilize pronominal forms in our
experiments.

In this thesis, three aspects of possessive constructions will be essential for us:
(i) the floating consonant of the possessive (s), (ii) the genitive case’s subject marking

use, and (iii) the specificity of the possessive marked possessee.
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Table 1. Genitive-Possessive agreement allomorphy

Possessor Possessee
1SG ben -im kitab -im
2SG sen -in kitab -in
3G on -un kitab -1
1PL b -iz-im kitab -im-iz
2PL s -iz-in  kitab -in-iz

3PL  on -lar-m kitap -lar-

When we contrast the word ‘kitab-i” from Table 1 and ‘araba-si’ from (11a),
we see that the possessive marking has two distinct forms.* While the form following
a consonant-final word (-7) is ambiguous between the possessive marking and the
accusative marking, the form following a vowel-final word (-s/) is not ambiguous. It
can only be interpreted as a possessive marking. This is because the floating
consonant of the accusative case is ‘y’ and not ‘s’.

Considering that the genitive-marking is the default case for specific subjects
in embedded clauses, the phrase ‘onun kitabr’ in (11a) becomes locally ambiguous.
The marking on the noun ‘kitab’ can either be the accusative case (12a) or the
possessive marker (12b), but this is unknown until a disambiguating verb phrase is
encountered. If the verb phrase is marked with a nominalizer and the argument
structure is available, we can have parse as in (12a) where the genitive marked DP
‘onun’ 1s the subject of the embedded clause, and the word ‘kitabi’ is marked with the
accusative case and it is the object of the embedded clause. If the disambiguating
verb phrase is a matrix verb, then the genitive marked DP ‘onun’ is the possessor in
the genitive-possessive construction, and the word ‘kitabr’ is marked with the

possessive marker.

(12) a.On-un kitab-1 oku-yacag-in-1  diigiin-m-iiyor-um.
3SG-GEN book-ACC read-FUT-POSS-ACC think-NEG-IMPF-1SG

‘I do not think he will read the book.’

b. On-un kitab-1  ¢ok akici-y-mus.
3SG-GEN book-POSS very smooth-COP-EVID

‘Apparently, her book is really smooth.’

“We are aware that the possessive marking has 8 different forms when the vowel harmony facts
of Turkish is taken into account. However, for our purposes, we focus on the alternation between the
form with an initial consonant and the form without it.
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The last significant aspect of the possessive constructions is their interaction
with the differential object marking. Turkish employs differential object marking, and
the criterion Turkish speakers use is specificity (Eng, 1991; von Heusinger &
Bamyaci, 2017; Von Heusinger & Kornfilt, 2005). When a direct object is a specific
noun, it is marked with the overt accusative case. In Turkish GPs, all possessee nouns
are specific nouns Oztiirk & Taylan (2016). Due to their specificity, when they are
direct objects, they have to be marked with the accusative case overtly as in (13).
Even though Turkish allows bare objects, inherently specific nouns and pronouns
must be marked with the accusative case (Kelepir, 2001). Similarly, the
genitive-possessive constructions cannot be bare when they are in an object position.

Thus, whenever we have a bare GP, it has to be the subject of the phrase.

(13) a. Mary John-un araba-sin-1 begen-di.
Mary John-GEN car-POSS-ACC like-PST

‘Mary liked John’s car.’

b. * Mary John-un araba-si begen-di.
Mary John-GEN car-POSS like-PST

Intended: ‘Mary liked John’s car,,-gpecific:

1.3.3 Relative Clauses

The last aspect of Turkish morpho-syntax that will be used in this thesis is the relative
clauses. Turkish relative clauses typically precede the head they modify as in (14).°
The subject of the relative clause is marked with the genitive case when the subject is
specific. The subject specificity also affects the nominalizer used in relative clauses.
With specific subjects, ‘-dIK’ suffix is used as in (14a), whereas ‘-An’ is used with
non-specific subjects as in (14b). Another possible nominalizer in relative clauses is
‘-AcAK’, which always has a genitive-marked subject (14c). In this thesis, we always

use relative clauses with ‘-dIK’ nominalizers.

(14) a. Hirsiz-in gir-dig-i ev  glizel-mis.
thief-GEN enter-NMLZ-POSS home beautiful-EVID.

‘The house that the thief broke into was beautiful.’

>Some marked constructions with the complementizers ‘ki’ and ‘hani’ can introduce post-nominal
relative clauses as well.
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b. Hirsiz gir-en ev giizel-miy.
thief  enter-NMLZ home beautiful-EVID.

‘The house that a thief broke into was beautiful.’

c. Hirsiz-in gir-eceg-i ev  giizel-mis.
thief enter-NMLZ home beautiful-EVID.

‘The house that the thief would break into was apparently beautiful.’

Another critical aspect of the Turkish relative clauses is that they may consist
of only one element: the verb. All the other elements, including the subject, the direct
object, and the indirect object, can be dropped as in (15), given that the

accommodating context is sufficient.

(15) a. Mary-nin okul-dan tani-dig-i cocuk simdi tinlii  bir profesor ol-mus.
Mary-GEN school-ABL know-NMLZ-POSS kid -~ now famousa professor be-EVID

‘The kid that Mary used to know from the school is now a famous professor.’

b. Tani-dig-1 cocuk simdi tinlii < bir profesor ol-mus.
know-NMLZ-POSS kid now famousa professor be-EVID

“The kid that (he) used to know is now a famous professor.’

Lastly, in this thesis, we use object relative clauses as in (16a), rather than

subject relative clauses as in (16b), both of which are possible in Turkish.

(16) a. Hirsiz-in ¢al-dig-1 elbise-yi sev-iyor-du-m.
thief-GEN  steal-NMLZ-POSS dress-ACC love-IMPF-PST-1SG

‘I used to love the dress which the thief stole.’

b. Elbise-yi ¢al-an  hirsiz-1 tani-yor-du-m.
dress-ACC steal-NMLZ thief-ACC know-IMPF-PST-1SG

‘T used to know the thief who stole the dress.’

1.4 Overview

The paper is organized as follows. We begin with a summary of the agreement
attraction accounts in Chapter 2. The same chapter introduces several essential topics
such as case syncretism, form heuristics, shallow processing, and response bias. In
Chapters 3, 4, 5, and Appendix A, we report our speeded-acceptability judgment
experiments on the previously introduced topics, respectively. We summarize and
visualize our results in these chapters, and discuss how we interpret our results.
Chapter 5 also provides details and justifications of our proposed bias calculation. We

contextualize and discuss our results in Chapter 6.
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CHAPTER 2
AGREEMENT ATTRACTION

The errors in the subject-verb dependency described in Chapter 1 have been
previously noted by grammarians (Quirk et al., 1972, among others). However,
accounts that try to explain the mechanism behind these errors were not introduced
before the pioneering experimental work conducted by Bock & Miller (1991). This
chapter presents accounts of agreement attraction and influential studies that led to
the formation of these accounts. Due to the scope of the thesis, we do not report all
the experimental work conducted in number agreement attraction. We also do not
report studies focusing on gender or case attraction. The studies we introduce in this
chapter are the ones that provided some generalizations within the number agreement

attraction field and contributed to the formation of new accounts.

2.1 Feature Percolation Account

The first account that tried to explain agreement attraction effects was the Feature
Percolation account (Bock & Eberhard, 1993). Bock and her colleagues conducted
many studies that led to the formation of this account. Many of these studies had a
focus on sentence production. For example, the first study conducted was Bock &
Miller’s (1991) study. They ran three production studies using a sentence completion
task. After hearing the preamble, participants were asked to complete the sentence. In
their first experiment, they manipulated the length of the preamble (short x long), the
number-marking of the attractor (plural x singular) and the head noun (plural x
singular), and the type of the attractor (object relative clause x subject relative clause
X prepositional phrase (to) x prepositional phrase (on)). As a result, they had 16
conditions. One set of example sentences is provided in (1) and (2). In all our

examples, attractors are underlined, and the head is presented with a bold font face.

(1) SHORT PREAMBLES

a. OBJECT RELATIVE CLAUSE
The key(s) to the cabinet(s) ...

b. SUBJECT RELATIVE CLAUSE
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The boy(s) that liked the snake(s) ...

c. PREPOSITIONAL PHRASE (TO)
The soldier(s) that the officer(s) accused . ..

(2) LONG PREAMBLES

a. OBJECT RELATIVE CLAUSE
The key(s) to the ornate Victorian cabinet(s) ...

b. SUBJECT RELATIVE CLAUSE
The boy(s) that liked the colorful garter snake(s) ...

c. PREPOSITIONAL PHRASE (TO)
The soldier(s) that the battalion’s senior officer(s) accused.. ..

Bock & Miller (1991) found that participants mainly made agreement errors
and completed the preamble with an erroneously marked verb when the head noun is
singular and the attractor is plural. The errors were negligible when the head noun is
singular and when the attractor and the head noun matched in number. They also find
that participants made more errors when the attractor was in a prepositional phrase
rather than a relative clause. They did not find a substantial difference between the
short and long preambles and between prepositions type or relative clauses types.
Other two experiments tested the effect of animacy and found that animacy did not
amplify the attraction only when the agreement controller was easily distinguished.
They found that when there are more than one subject as in relative clause conditions,
animate ones are erroneously designated as an agreement controller and induced
attraction. This was not the case with prepositional constructions. They also tested
the direction of attraction. In Experiment 3, they used nominal heads modified with
relative clauses. They only provided the subject of relative clauses as in ‘The colonies
that the king . .., and asked participants to complete the sentence. They found that
while participants did not make agreement errors in determining the marking on the
embedded verb, they made errors on the matrix verb with sentence fragments like
‘The colony that the kings .... Thus, they inferred that syntactically higher elements
could not impact the number information of the syntactically more embedded
element, but the other way around was possible.

Bock & Cutting (1992) have tested whether the syntactic position of the

attractor played a role. They have conducted three production studies with sentence
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completion task and showed that both the complexity of the phrase the attractor
resides in, and its relation to the head noun affected the attraction errors. Even though
both complement clauses such as ‘The report that they controlled the fires ...’ and
the relative clauses such as ‘The editor who rejected the books ...’ triggered more
erroneous agreement on the verb compared to their singular attractor counterparts,
neither of these constructions disrupted the agreement process as prepositional
phrases such as ‘The editor of history books ...’ did.

Later, Bock & Eberhard (1993) conducted several experiments to test the
effects of notionally plural nouns such as fleet-ship and pseudoplurals whose endings
match with the plural marking in English such as cruise, and irregular plurals such as
mice-mouse. These experiments were again production experiments with a sentence
completion task. They have found that neither pseudoplurals nor notionally plural
collective nouns as attractors lead participants to make agreement errors. The error
rate in pseudoplurals and collective nouns was comparable to the nouns with no
phonological resemblance to English plural endings and non-collective nouns. On the
other hand, they have found that irregular plural marking resulted in similar
percentages of agreement errors to regular plural marking in the conditions with
singular heads and plural attractors.

Along with these production studies, Nicol et al. (1997) attested similar

I'and

agreement attraction effects in a comprehension study. They conducted a maze
speeded grammaticality judgment task using sentences like those in (3). They have
manipulated the number-marking of the attractor (plural x singular) and the head
noun (plural X singular). They also manipulated the number-marking of the verb

(plural x singular); however, the ungrammatical items were not included in the

experiment.

(3) a. SINGULAR HEAD & SINGULAR ATTRACTOR
The author of the speech is here now.

! A maze task is an experimental method in which participants are read the stimuli in a word-by-
word fashion similar to self-paced reading or speeded acceptability judgment. In contrast to these
methods, participants are prompted with two words at each reading instance and asked to choose the
correct word.
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b. SINGULAR HEAD & PLURAL ATTRACTOR
The author of the speeches is here now.

c. PLURAL HEAD & SINGULAR ATTRACTOR
The authors of the speech are here now.

d. PLURAL HEAD & PLURAL ATTRACTOR
The authors of the speeches are here now.

In their first experiment, where they used a maze task, they measured reaction
times and found that participants had more difficulty and spent more time when the
number marking on the attractor and the head noun mismatched. However, this effect
was only present when the head noun was singular. In their second experiment, a
comprehension task, they have used the same manipulations as the maze task. They
again did not include ungrammatical items. The results of the comprehension task
verified their findings in the maze task: participants had processing difficulty only in
the conditions where the head is singular and the attractor is plural.

Pearlmutter et al. (1999) conducted another three experiments using
self-paced readings and eye-tracking, where they found comparable results to
previous attraction findings. They have manipulated the number of the attractor
(plural x singular) and the verb (plural X singular) in their items. They kept the
number of the head constant: it was always singular. The conditions they used later
became the mainstream conditions in agreement attraction experiments. One set of

conditions can be found in (4).

(4) a.* PLURAL ATTRACTOR & UNGRAMMATICAL (PLURAL VERB)
The key to the cabinets were rusty from many years of disuse.

b. PLURAL ATTRACTOR & GRAMMATICAL (SINGULAR VERB)
The key to the cabinets was rusty from many years of disuse.

c. * SINGULAR ATTRACTOR & UNGRAMMATICAL (PLURAL VERB)
The key to the cabinet were rusty from many years of disuse.

d. SINGULAR ATTRACTOR & GRAMMATICAL (SINGULAR VERB)
The key to the cabinets was rusty from many years of disuse.
Their results in self-paced reading experiment showed a main effect of
attractor number on readings times of the regions immediately following the verb,
that is rusty. Their results showed that the plural marking on the attractor increased

the readings times in grammatical sentences amd reduced the reading times in
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ungrammatical sentences. The presence of a plural attractor made participants
process the ungrammatical (plural verb) sentences faster and slowed the processing in
grammatical (singular verb) sentences. They have verified their findings with
eye-tracking experiments, which showed the main effect of attractor number on
regressive saccades, first-pass residual reading times, and total reading times.
Interestingly, in all their experiments, the presence of a plural attractor increased the
reading time in grammatical sentences but reduced RTs in ungrammatical sentences.

Together, these findings raised certain generalizations regarding the
agreement attraction phenomenon.

(5) GENERALIZATIONS:

i. Noun semantics did not make any difference in the proportion of errors.
While singular collective nouns as attractors did not trigger any attraction
effects, plural animate nouns as attractors did not create additional effects
compared to plural inanimate nouns.

ii. Nouns with morpho-phonological similarities to plural endings were not
effective attractors. Pseudoplurals created comparable attraction errors to
usual singular items that do not end with one of the possible plural
allomorphies in English.

iii. While the hierarchically lower element can influence the representation of
the hierarchically higher element, the other way around is not possible. The
features cannot percolate down, but can percolate upwards.

In the light of these studies and generalizations, Bock and her colleagues?
proposed the Feature Percolation account of agreement attraction. The main
workhorse of this account is the feature copying/migration mechanism. Since they
found that collective nouns were not competent attractors, they argued that agreement
attraction operated with grammatical features that are only interpretable by syntax.
Also, the non-existent effect of phonological manipulations strengthens the idea that
agreement attraction was a syntax-only and phonology-free phenomenon. The last
generalization from (5) suggested that the number feature can only move upwards in
the syntax tree. Lastly, the first experiments where the plural head and singular
attractor combinations were used showed that while the presence of a plural attractor

in mismatch conditions (where the attractors and heads number mismatches) can

?Bock & Miller (1991), Bock & Cutting (1992), Bock & Eberhard (1993)
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affect the error rates, the presence of a singular attractor in mismatch conditions does
not result in agreement errors. This discrepancy is interpreted as an evidence towards
the markedness of the plurality. While our parser/syntax specifies the plurality in the
feature set, being singular is represented as a lack of a feature.

Having settled the findings and an account that can cover these findings, we
can spell out the step-by-step generation of the agreement attraction phenomenon
according to the Feature Percolation account. We will take the phrase ‘The key to the
cabinet ...’ first. The singular head and singular attractor (SS configuration) does
not have PLURAL in their feature combinations, and they should have a matching set
of features in terms of number. Thus, no percolation should occur. Every agreement
error found in this baseline condition should be due to attentional lapse.

The PP configuration is also similar to the SS configuration. Since both nouns
have matching features, there will be no percolation of features. Additionally, this
account has a binary understanding of plurality; we cannot treat the plurality as a
continuum. Thus, there cannot be ‘more’ plural items than the plurals. Thus, having
two PLURAL features within the same phrase will not affect the attraction
phenomenon.

When we have a PS configuration as in ‘The keys to the cabinet ..., the
Feature Percolation account suggests that while the head noun keys has a PLURAL
feature, the attractor noun cabinet neither has a PLURAL nor a SINGULAR feature. This
is due to the markedness effect, only the more marked features are marked in this
uniary system. Therefore, we do not have anything that can percolate to the head
noun. Moreover, the feature of the head noun keys cannot not percolate down to the
attractor. Thus, according to the Feature Percolation account, there should be no
additional error in this configuration when we compare it to the baseline SS
condition.

However, when we have an SP configuration as in ‘The key to the cabinets
..., an increased proportion of agreement errors is expected compared to the other

configurations. The main reason for this increase is that the feature PLURAL may
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percolate upwards or be copied to the feature set of the head noun key on some
occasions. After this percolation, the whole subject phrase’s grammatical number is
changed to plural from the initial singular state. Since attraction occur at the level of
syntax in the Feature Percolation account, and we operate over binary features, it is
expected that the newly formed plural subject will act as an agreement controller
instead of the initial form. In this account, the reason for agreement attraction is the
malformed representation of the complex DP.

If we consider the comprehension side of this story, we again expect fewer
errors in acceptability judgments when the subject head and the attractor have a
matching number marking as in ‘The key to the cabinetis ...’ and ‘* The key to the
cabinet are ... . The critical thing to note about comprehension is that the plurality
on the head noun is not manipulated and the head noun is typically left singular
following Pearlmutter et al. (1999). Studies mostly compare mismatched conditions
(Singular head, Plural attractor) in ungrammatical and grammatical sentences to the
matched conditions.

In the comprehension of mismatching conditions in ungrammatical sentences
like “* The key to the cabinets are ...’ , we expect an increased percentage of
erroneous judgments compared to a matching condition (SS) in ungrammatical
sentences following the Feature Percolation account. This is due to the hypothesized
copying of the feature PLURAL to the subject head or the root node of the complex
DP. When the feature is percolated upwards on some occasions, the mismatch
between the subject head and the verb will not create any disturbance in the
processing of the sentence. Since this percolation is not dependent on any participant
or item, we expect to see these errors with most of the participants systematically.
Moreover, these errors should not be born out of trial order or any particular
semantics of any sentence.

The exact process is expected in grammatical sentences with mismatching
conditions. Since agreement attraction is due to the malformed representations of the

subject phrase in the Feature Percolation account, the number marking on the verb
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should not matter. When we have a plural attractor & singular head configuration
(SP) with a singular verb, as in ‘The key to the cabinets is ... , the PLURAL feature of
the attractor should be copied to the head noun on some occasions as well. Thus,
while we expect to see more ‘yes’ responses in ungrammatical sentences with
mismatching conditions, we should see fewer ‘yes’ responses in grammatical

sentences with mismatching conditions than their matching condition counterparts.

2.2 Marking & Morphing Account

After the initial findings that led to the Feature Percolation account, many researchers
have tried to replicate these findings with different constructions in various
languages. While some of the generalizations held against these additional
experimental works, most of them were challenged, and agreement attraction was
found to be more nuanced than the initial picture.

For instance, one of the basic assumptions of the Feature Percolation theory
was that the percolation occurs upwards, within the same phrase, and between nouns.
Hartsuiker et al. (2001) tested whether agreement attraction is restricted to these
syntactic specifications. They have conducted three production experiments using
sentence-completion tasks and tested whether plural nominal direct objects and
direct-object pronouns culminate in attraction effects. They provided preambles like
the ones in (6). They manipulated the attractor number (plural x singular) and the
syntactic function of the attractor (subject-modifying X direct-object). The attractor is
provided within a prepositional phrase in the subject-modifier condition, similar to

previous agreement attraction studies.

(6) a. SUBJECT-MODIFIER CONDITION

Karin zegt dat het meisje met de krans(-en) . ..
Karin says that the girl with the garland(-PL) ...

‘Karin says that the girl with the garland/garlands ...’

b. DIRECT OBJECT CONDITION

Karin zegt dat het meisje de krans(-en) ...
Karin says that the girl the garland(-PL) ...

‘Karin says that the girl VERB the garland/garlands.’
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They found that participants produced verbs with wrong number marking
more often when the attractor is plural. This effect was observed both in
subject-modifier and direct-object conditions. However, the magnitude of the effect
was more considerable in subject-modifier conditions. These results showed that the
agreement controller and the attractor did not need to share a dominating node: direct
objects could also interfere with the subject-verb dependency. The Feature
Percolation account, which comes with a strong hypothesis of attraction being limited
to the subject phrase, would predict no attraction effect since the feature PLURAL of
the attractor cannot percolate to the subject from the direct object position.

Additionally, different syntactic functions also influenced agreement
attraction. The difference between the way from the PP-modifier to the subject head
and the object and to the subject head through the syntax tree matters in attraction.
One way to formalize this difference is to put it in the form of ‘syntactic distance.’
One may think of syntactic distance in many different ways. The number of nodes,
the number of phrases, or the number of spans can be used for calculating syntactic
distance. If we take nodes as a measuring unit, we can say that a DP within a
PP-modifier of the subject is syntactically closer to the a DP functioning as a direct
object.

In addition to Bock & Cutting’s (1992) work, Franck et al. (2002) conducted
two experiments to test the effect of syntactic distance on agreement attraction in
French and English. They conducted production experiments with a
sentence-completion task using sentence preambles as in (7). They have used 3 DPs
in the preamble, where the first one (DP;) is the agreement controller, and two other
DPs (DP; and DP3) are embedded in prepositional phrases. They have manipulated

the number marking on all DPs in their experiment.

(7) The threat/threats to the president/presidents of the company/companies ...

The important detail of their experimental item was that the PP that contains
the third DP (DP3) modifies DP, while the PP with DP, modifies modifies DP;. Tree

in (8) shows the recursive embedding in a simplified fashion. By embedding the
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possible attractors deeper, they aimed to check whether the syntactic or the local
distance is more effective. If attraction effects were more prevalent in the conditions
where only the local noun (DP3) is plural (SSP configuration) compared to the ones
where only the syntactically closer DP (DPy) is plural (SPS configuration), it would
support the idea that linear proximity to the verb is more important than the syntactic

proximity to the head subject.

(8) RECURSIVE PP EMBEDDING

DP
D NP
the /\
NP PP
N P DP
threat(s) to /\
D NP
the A
NP PP
N P DP

president(s) of A
D NP
the ‘

N
company(s)

They found that participants made more agreement errors in SPS
configurations than in SSP configurations. Participants did very few errors in SSP
configurations. In the configurations where the controller is plural and the only noun
with a mismatching number marking is DPy (PSP), participants again made more
agreement errors than in PPS configurations. The results were comparable in the
English and French experiments. Their findings were incompatible with the previous
explanations of agreement attraction. One previous explanation was that an
intervening noun induced the attraction effects for locality reasons (Fayol et al., 1994;
Quirk et al., 1972). The locality view predicted more agreement errors in PPS or SSP

configurations than in PSP or SPS configurations. Another previous explanation
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suggested that all DPs within the subject phrase were equally possible to interfere
with the subject-verb agreement (Bock & Cutting, 1992). According to this view,
both interfering DPs should have a comparable impact on the agreement error
percentages, which was not the case. From their finding, it was clear that the
syntactic relations between the head and the controller are crucial aspects of the
agreement attraction phenomenon. Franck et al. (2002) argues that their results
support the idea that attraction occurs at a point when the features are ordered
hierarchically.

Another tenet of the Feature Percolation account was the difference between
the effects of notional and grammatical numbers. The previous findings showed that
collective nouns or distributivity did not trigger attraction effects. However,
additional experiments conducted in Spanish (Vigliocco et al., 1996a), Dutch
(Vigliocco et al., 1996b), French (Vigliocco et al., 1996b), and English (Humphreys
& Bock, 2005; Haskell & MacDonald, 2003; Eberhard, 1999) presented conflicting
results with the previous Bock & Miller’s (1991) findings. It was found that when the
sentence is accompanied by a visual representation of the initial DPs, the
distributivity gave rise to higher agreement errors (Vigliocco et al., 1996b).
Moreover, the syntactic role of the collective pronoun influenced the attraction
effects. While collective nouns as attractors did not interfere with the subject-verb
dependency, singular collective nouns as agreement controllers amplified the
agreement errors (Haskell & MacDonald, 2003).

Vigliocco et al. (1996b) conducted two production experiments on Dutch and
French. They used sentence-completion tasks like previous production experiments.
However, they also presented the preambles as a picture. They manipulated the
number of the attractor (plural x singular) and the presentation of the preambles
(single-token x multiple-token). One set of experimental items used in their
experiment is presented in (9). In single-token conditions, there will be only one

strike to either one or multiple ministers depending on the number marking of the
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attractor. In multiple-token conditions with singular attractors, there will be a single
picture on each mug.

On the other hand, when the attractor is plural, the presentation included
multiple mugs with a picture on them. They choose the attractors so that it is
semantically implausible to imagine a non-distributive reading in multiple-token
conditions with mismatching number markings. For example, it is very odd to think

there is a single picture stretched over multiple mugs.

(9) a. SINGLE TOKEN
De aanslag op de minister(-s) ...
the strike on the minister(-PL) ...

‘The strike on the minister ...’

b. MULTIPLE TOKEN
De afbeelding op de mok(-ken) . ..

the picture on the mug(-pPL)

“The picture on the mog ...’

They found that agreement errors were more common in multiple-token
conditions with mismatching number marking (SP configuration). Even though there
was an effect of a plural attractor in single-token conditions, it was smaller than the
one with multiple-token conditions. The same effect of multiple-token conditions was
also observed in the French experiment. These findings contradict with the
predictions of the Feature Percolation account, which claims that only the
grammatical number is relevant to attraction effects.

In addition to distributivity effects, Haskell & MacDonald (2003) tested how
collective nouns that are notionally plural impact agreement attraction effects.
Previously, Bock & Eberhard (1993) tested whether singular collective nouns as
attractors may induce agreement errors, like plural non-collective nouns. Their results
suggested that collective nouns are not effective attractors and notional plurality do
not interfere with the subject-verb dependency in English. However, Haskell &
MacDonald (2003) used collective nouns as agreement controllers in their experiment
and tested whether semantic plurality on the controller affected the percentage of

attraction errors. They manipulated the type of the head (collective x non-collective)
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and the number marking on the attractor (plural x singular). The head noun was
always singular. One set of experimental items can be found in (10). They conducted
a production experiment with a sentence completion task. They accompanied their
production experiment with offline grammaticality judgments in the following

experiment.

(10) a. NON-COLLECTIVE HEAD
The actor in the weekend performance/performances .. .
b. COLLECTIVE HEAD
The cast in the weekend performances/performances . ..

Their results suggested a significant main effect of collective heads.
Participants made more agreement errors when the agreement controller was
notionally plural. There was also the main effect of the plural attractor. Independent
of the head type, participants completed the preambles with erroneously marked verb
when there was a plural attractor present. Moreover, there was also a significant
interaction between the collective controllers and the plural attractor. These findings
suggested that collective nouns affected the percentage of agreement errors when
they were the subject heads. The semantics of the head noun interacted with the
grammatical number feature. Again, their results contradicted the predictions of the
Feature Percolation account.

Considering these findings that cannot be explained via the Feature
Percolation account, Bock et al. (2001) proposed and Eberhard et al. (2005) refined
an account of agreement attraction where they divide the attraction phenomenon into
two processes: Conceptualization (Marking) and Grammatical Encoding (Morphing),
thus called Marking and Morphing account. While Marking deals with the notional
number and its reflection to the syntax in the form of features, Morphing is concerned
with the representation formed in morpho-phonological encoding. In their account,
there are two sources of number information: semantic and syntactic; in other words,
notional and inflectional. With different degrees and constraints on them, both can

influence the subject-verb agreement.
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There are two critical assumptions in Marking and Morphing account. Firstly,
the number value is not binary, but a continuum. In addition to unambiguously plural
and singular nouns, represented with 0 and +1 values in the continuum, respectively,
there might be nouns, NPs, or DPs whose number is not strictly clear. For example,

consider the subject ‘each’ in (11).?
(11) Each was/were repairing the car.

The word ‘each’ is ambiguous here; thus, the marking on the verb can be
either plural or singular. In contexts that license distributive readings where each
person on their own tried to repair the car, the singular verb is preferred. On the other
hand, the plural verb is preferred if our context licenses the reading where people are
trying to repair the car altogether. Like the word ‘each, the words that are ambiguous
in their numbers are represented with a value that falls between 0 and +1.

In addition to ambiguities stemming from the interaction of lexical meaning
and context, other ambiguities may arise from notional number information of a word
or other mismatching number markings in the sentence. For example, the word
‘gang’ 1s notionally plural; thus, it is not unambiguously singular or plural. In
addition, the phrase ‘the key to the cabinets’ is also unambiguous in number. Even
though the head is grammatically and notionally singular, other nouns in the vicinity
have a mismatching number marking. According to the Marking and Morphing
account of agreement attraction, presence of other nouns with a mismatching number
contributes to the number uncertainty.

The second assumption is related to how to integrate different sources of
number information and how the final number representation will be calculated. To
this end, they utilize the spreading activation formula given in (2.12) (Dell, 1986).
This formula extends from the works that saw language comprehension as a
constraint satisfaction problem (Trueswell & Tanenhaus, 1994; MacDonald et al.,
1994). To solve problems during the language comprehension, they offered a

framework where soft stochastic constraints that might vary in their importance are

31 would like to thank Elena Guerzoni for her judgments with respect to sentences with a subject
containing the word ‘each’.
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satisfied, and the result of a processing is the interaction of these constraints. Marking
and Morphing theory uses the function Dell (1986) introduced and implemented for
phonological encoding and the spread of phonological features (Dell, 1988). In short,
the formula below sums the notional number of the head noun (§(n)) and the
weighted sum of other pieces of number information (S(m)) in the sentence. The final
product is the conceptual number (S(r)). The additional pieces of number information
are weighted using syntactic information. Their relative syntactic distance to the root

node of the subject phrase will be used as a weight.

S(r) = Stn) + <wj x S(m)j> (2.12)

J

When (S(r)), which is the only available number value from the equation to
the agreement mechanisms, falls somewhere between 0 and 1, the Marking and
Morphing account claims that participants may interpret this number information as
ambiguous. As a result, they may form plural representations — multiple ‘keys’
instead of a single ‘key’ in our case — which would result in participants making
agreement errors in production or finding ungrammatical sentences with plural
attractors occasionally grammatical.

Following the equation (2.12), we can infer that the notional number of the
head noun directly affects the final number representation. Previous studies
summarized in this section verify this prediction, and the fact that notional number
information from other sources does not contribute to the final representation can also
be retrieved from the equation.

Additionally, we would expect that hierarchically lower plural information
would have less impact than hierarchically higher plural marked elements. For
example, when there are two prepositional phrases embedded recursively as in (7),
the syntactically higher element, presidents, creates higher interference compared to
the more local but syntactically lower element, companies. Similarly, the elements

embedded in a relative clause are expected to induce fewer agreement errors than
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atracctors embedded in prepositional phrases. Both predictions of Marking and
Morphing are formalized in the formula and verified by experimental findings.

Moreover, according to the Marking and Morphing accounts, participants
should have similar difficulties in detecting sentence acceptability in ungrammatical
and grammatical sentences when a plural attractor is present. Consider the sentences
in (13).

(13) a. The key to the cabinets is rusty.
b. * The key to the cabinets are rusty.

In the account specified above, the final number representation is only
determined by the information provided before the verb. This suggests that the
number marking on the verb should not play any role. Participants should have fewer
accurate answers in both sentences compared to their singular attractor counterparts.
Apart from Pearlmutter et al. (1999), many studies conducted in number agreement
attraction showed that this prediction did not hold (See Hammerly et al., 2019, for an
overview). However, a recent study by Hammerly et al. (2019) showed that
participants in these studies had an a priori response bias towards giving ‘yes’
responses, which amplify the attraction effects in ungrammatical sentences, but

significantly decreases the effect of plural attractor in grammatical sentences.

2.3 Cue-based Retrieval Account
The theories up until this point is typically referred as representational (Hammerly
et al., 2019) or encoding (Avetisyan et al., 2020) accounts due to their focus on the
representations and encodings in agreement attraction effects. Their formulation of
agreement attraction solely depend on a single assumption: attraction results from a
faulty representation of the agreement controller and the attractor.

However, additional experimental work showed that this assumption and the
tenets of the Marking and Morphing account could not explain all factors that impact

agreement attraction findings. Some of these factors that cannot possibly be
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explained with the Marking and Morphing account include the effects of the verb
number, linear distance, and the presence of clause-external attractors.

For instance, as discussed recently, the Marking and Morphing account
expects a symmetrical attraction effects in grammatical and ungrammatical sentences.
In comprehension, participants should exhibit grammaticality illusion and
ungrammaticality illusion. That is, they should be illusioned to think that an
ungrammatical sentence is grammatical (grammaticality illusion) and vice versa.
However, Wagers et al. (2009) found that participants exhibit only grammaticality
illusion but not ungrammaticality illusion in reading experiments. Five of the seven
experiments presented in their work showed no effect of plural attractor in
grammatical sentences. Their experiments included two structures (PP and RC) and
two experimental frameworks (self-paced reading and speeded acceptability
judgment).

In their Experiment 4, most sentences were based on Pearlmutter et al.’s
(1999) experimental sentences. They only manipulated the number of the attractor
and the verb (plural x singular), the subject head’s number did not change within
conditions. One set of experimental conditions can be found in (14). Following from
their previous experiments in the same study, they hypothesized that the difference in
acceptability should only be observable between (14a) and (14c), but not between

(14b) and (14d).

(14) a. * PLURAL ATTRACTOR & UNGRAMMATICAL (PLURAL VERB)
The key to the cells unsurprisingly were rusty from many years of disuse.

b. PLURAL ATTRACTOR & GRAMMATICAL (SINGULAR VERB)
The key to the cells unsurprisingly was rusty from many years of disuse.

c. * SINGULAR ATTRACTOR & UNGRAMMATICAL (PLURAL VERB)
The key to the cell unsurprisingly were rusty from many years of disuse.

d. SINGULAR ATTRACTOR & GRAMMATICAL (SINGULAR VERB)
The key to the cell unsurprisingly was rusty from many years of disuse.

They found that Experiment 4’s results were comparable with their previous
experiments in the same study, and their results were not due to the RC structure they

used in the previous experiments. Unlike Pearlmutter et al.’s (1999) findings and the
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Marking and Morphing account predictions, participants did not exhibit additional
processing difficulty in grammatical sentences with plural attractors, or there was no
difference in acceptability in grammatical condition pair. This phenomenon called
grammaticality asymmetry suggests that the attraction effects are not due to the
malformed representations of determiner phrases. The number marking on the verb
or the grammaticality of the sentence also has a say in the attraction effects. Even
though this asymmetry was replicated many times previously (see Lago et al., 2021,
for discussion), a recent study by Hammerly et al. (2019) argued that this asymmetry
is a residue of participants’ response bias, which we discuss in Chapter 5.

In addition to grammaticality asymmetry, Wagers et al. (2009) found that
clause-external elements may induce attraction effects, which cannot be accounted
for with the Marking and Morphing account. In Experiment 2, a self-paced reading
experiment, they used experimental sentences with object relative clauses as in (15).
They manipulated the number of the embedded verb and the attractor (plural x

singular). They used the RC head as an attractor.

(15) a.* PLURAL ATTRACTOR & UNGRAMMATICAL (PLURAL VERB)
The musicians who the reviewer praise so highly will probably win a
Grammy.

b. PLURAL ATTRACTOR & GRAMMATICAL (SINGULAR VERB)
The musicians who the reviewer praises so highly will probably win a
Grammy.

c. * SINGULAR ATTRACTOR & UNGRAMMATICAL (PLURAL VERB)
The musician who the reviewer praise so highly will probably win a
Grammy.

d. SINGULAR ATTRACTOR & GRAMMATICAL (SINGULAR VERB)
The musician who the reviewer praises so highly will probably win a
Grammy.

They found that participants read the region following the verb (‘so’) faster in
ungrammatical sentences with plural attractors (15a) than in ungrammatical sentences
with singular attractors (15c). The reading times of the same region in grammatical
conditions were not substantially different from the ungrammatical condition with a
plural attractor, and there were no meaningful difference between the subconditions

in grammatical sentences.
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The most important aspect of their findings was the magnitude of the
attraction. Previous attraction accounts would predict diminished effect in magnitude
when the attractor has increased syntactic distance to the head. However, attraction
effects in Wagers et al.’s (2009) findings with RC and PP were comparable. Neither
the Feature Percolation account, which does not allow downward percolation, nor the
Marking and Morphing account, which allows downward percolation but weights
number information according to the syntactic distance, was able to explain these
findings, which are consistently shown in more than a single experiment.

Moreover, Haskell & MacDonald (2005) tested whether the linear distance
between the agreement controller and the verb influences the agreement attraction
effects. They conducted a production experiment with a sentence-completion task
using preambles in (16). Their preambles were in the form of a yes-no question. The
agreement controller, consisting of two disjuncts, one of which is plural, was in an
embedded phrase headed by the complementizer ‘if.” They manipulated which noun

would be plural in their experimental conditions.

(16) a. SP CONFIGURATION
Can you ask Brenda if the boy or the girls ...?

b. PS CONFIGURATION

Can you ask Brenda if the boys or the girl ...?

They have found that the participants made fewer agreement errors in the PS
configurations where the attractor is not immediately before the to-be-produced verb.
They assumed that disjuncts in coordinating structures do not differ in their syntactic
distance to the verb and can be represented with a ternary branching. With this
assumption in mind, they interpreted their results as evidence of an effect of linear
distance independent of syntactic depth or distance difference. Even if we assume
Progovac’s (1998) asymmetric conjunction analysis ([the boy(s)] [or the girl(s)])
which borne out of binding facts of English, Haskell & MacDonald’s (2005) findings
suggest that a syntactically closer plural DP (the boys) induces fewer agreement

errors than a more deeply embedded plural DP (the girls).
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Considering these additional findings, another account of agreement attraction
gained more visibility: the cue-based retrieval account (Wagers et al., 2009; Lago
et al., 2015). Retrieval theories claim the minimal unit comprehenders deal with is an
information structure called chunks (Lewis & Vasishth, 2005). Participants encode
and store relevant features of words into chunks, such as [+SUBJ] and [+PL]. These
features are later used to retrieve the controller of a dependency, in our case, the
subject head. The retrieval process is triggered by the probe of the dependency, the
verb in the subject-verb agreement. This process is driven by the cues specified by
the probe.

For example, English verbs may include cues for the number, case, and
syntactic position (Arnett & Wagers, 2017). When there is an element that fully
matches the cues provided by the probe, this chunk is retrieved from the memory and
utilized in the processing. However, when there is more than a single match for the
given cues due to cue overlap, interference may surface; a distractor element may
interfere with the dependency (Jéager et al., 2020). Interference may also occur when
no element fully matches the cues, but when multiple elements partially match the
cues necessary to satisfy a dependency.

Consider the canonical example ‘The key to cabinets is rusty.” According to
the cue-based retrieval account of agreement attraction (Wagers et al., 2009), the
chunk for the controller ‘key’ contains the features [+SUBJ] and [+SG], while the
attractor ‘cabinets’ is abstracted with the features [-SUBJ] and [+PL]. When
participants read the first two DPs, they encode these features into chunks and store
the chunks. Upon reading the verb ‘is,” a search begins with the specified cues by the
verb: [+SUBJ] and [+SG]. We have a single full match in this example: the controller
‘key’. Since we will have a single complete match even when the attractor is singular,
the cue-based retrieval account predicts that there should be no differences in the
acceptability rates of these sentences.

However, when we have a sentence like ‘* The key cabinets are rusty,” there

is no single full match. The verb provides the cues [+SUBJ] and [+PL]. The supposed
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controller ‘key’ only matches the cue [+SUBJ] but does not satisfy the other feature
concerning the number. Similarly, the attractor ‘cabinets’ only matches the cue [+PL]
but does not satisfy the subjecthood cue. Since no element fully matches the cues,
but multiple elements partially match the cues, an interference may surface. On some
occasions, participants may retrieve the attractor ‘cabinets’ instead of the controller,
which results in increased acceptability of the ungrammatical sentence with plural
attractors.

With its singular attractor counterpart, the increase in acceptability/error rates
is not expected since the attractor ‘cabinet’ will not match with either subjecthood
([+SuBJ]) or the number [+PL]) related cues. Participants will only entertain the word
‘key’ as a controller in single attractor conditions even though it does not fully match
the cues.

In essence, the cue-based retrieval theory formalizes attraction errors because
of a misretrieval in the case of possible interference. Unlike the Feature Percolation
and Marking and Morphing accounts, the process of forming representations, or
encoding features into a chunk, is not the source of attraction. The accounts that
explain agreement attraction as a retrieval problem assume that this process is
error-free. However, the real culprit is the retrieval process.

By integrating the role of memory and retrieval, cue-based accounts could
explain grammaticality asymmetry easily. In this account, the attraction is only
expected to arise in the case of ungrammaticality, lack of a single complete match.
Since grammatical sentences satisfy the dependency with a full match, no
interference is created by the presence of attractors. It also explains the attraction
effects induced by clause-external attractors. Since there is no reference to the
structural relation between the attractor and the controller, it does not matter where

the attractor resides syntactically.
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2.4 Agreement Attraction in Turkish
In the previous sections of this chapter, we have covered significant accounts for
agreement attraction effects. We also covered some influential experiments that led to
these accounts. These experiments were conducted in English, Italian, French, Dutch,
and French. In addition to these languages, attraction effects — not only number but
also gender, case, and honorific attraction — were found to be robust in Arabic
(Tucker et al., 2015), Eastern Armenian (Avetisyan et al., 2020), Greek (Paspali &
Marinis, 2020), Hebrew (Deutsch & Dank, 2011), Hindi (Bhatia & Dillon, 2022),
Korean (Kwon & Sturt, 2016), Russian (Lorimor et al., 2008; Slioussar, 2018;
Slioussar & Malko, 2016), Slovak (Badecker & Kuminiak, 2007), Spanish (Lago
et al., 2015, 2021), and Turkish (Lago et al., 2019). In this section, we will cover the
attraction findings in Turkish.

The only study conducted on Turkish agreement attraction is Lago et al.’s
(2019) study. Their study tested whether Turkish native and heritage speakers exhibit
agreement attraction effects in a speeded acceptability judgment experiment with
sentences like (17). They manipulated the number on the verb and the attractor
(plural x singular). The attractor was a genitive marked nominal modifier, a
possessor, preceded the head. In this thesis, we only focus on the results of native

Turkish speakers.

(17) a.* PLURAL ATTRACTOR, UNGRAMMATICAL (PLURAL VERB)

Sarkici-lar-in vokalist-i  sahne-de siirekli zipla-di-lar.
singer-PL-GEN backup-POSS stage-LOC non-stop jump-PST-3PL

‘The singers’ backup vocalist jumped,, on stage non-stop.’

b. PLURAL ATTRACTOR, GRAMMATICAL (SINGULAR VERB)

Sarkici-lar-in vokalist-i  sahne-de siirekli zipla-d.
singer-PL-GEN backup-POSS stage-LOC non-stop jump-PST

“The singers’ backup vocalist jumpedss on stage non-stop.’

c. * SINGULAR ATTRACTOR, UNGRAMMATICAL (PLURAL VERB)

Sarkici-nin vokalist-i  sahne-de siirekli zipla-di-lar.
singer-GEN  backup-POSS stage-LOC non-stop jump-PST-3PL

“The singer’s backup vocalist jumped;, on stage non-stop.’
d. SINGULAR ATTRACTOR GRAMMATICAL (SINGULAR VERB)
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Sarkici-nin vokalist-i  sahne-de siirekli zipla-di.
singer-GEN  backup-POSS stage-LOC non-stop jump-PST

“The singer’s backup vocalist jumpedg; on stage non-stop.’

Previous attraction studies showed that possessors do not induce attraction
effects in English and genitive-marked DPs are not robust attractors (Nicol et al.,
2016). In their research, Nicol et al. (2016) found that the preambles like ‘The elves’
house with the tiny window ...’ did not give rise to additional agreement errors
compared to their singular attractor counterparts with the word ‘elf’s.” They argued
that the lack of attraction with a possessor as an attractor was because the possessor
carried an overt marking that signalled that they are not heads or subjects. Similarly,
Lago et al. (2019) argued that since genitive heads could be subjects in embedded
sentences, genitive-marked modifiers might be good candidates for being an attractor.
Since their form is compatible with subjecthood, they may induce attraction effeects
in Turkish.

Their results showed that the overall acceptability was not affected by the
number of the attractor in grammatical sentences. However, the acceptability of
ungrammatical sentences was sensitive to the presence of a plural attractor. Their
results were comparable with the previous findings of agreement attraction and the
grammaticality asymmetry. Thus, they interpreted their results as evidence for a
cue-based retrieval account. They argued that attraction occurred due to an
error-driven process in which participants erroneously retrieved the attractor rather
than the head only when there was an agreement error present. This understanding of
attraction supports the discrepancy between the grammatical and ungrammatical
sentences’ acceptability.

Their results also pointed out that the case information or the form of the case
information is an important feature that has a role in the computation of agreement.
The fact that genitive-marked nouns did not induce agreement attraction in English,
but in Turkish showed that the function of a case is also an important cue in addition
to the exact specifications of a case. In addition to the case features like [+GEN] or

[+NoM], function-related features like [+SUBJ], [+OBJ], or [+OBL] must be specified.
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2.5 Role of Case Syncretism in Agreement Attraction

Previous psycholinguistics studies showed that the information provided with the
overt or abstract cases play a vital role in the processing (Chow et al., 2018; Ozge
et al., 2019; Yamashita, 1997; Kim, 1999; Logacev & Vasishth, 2012; Babyonyshev
& Gibson, 1999; Fedorenko et al., 2004).

For instance, Babyonyshev & Gibson (1999) and Fedorenko et al. (2004)
tested how case marking affects the processing of center-embedding sentences in
Japanese and Russian. Babyonyshev & Gibson (1999) asked participants to rate the
complexity of the sentences such as (18). They manipulated the transitivity of the
verb (intransitive X transitive) and the case marking on the most-outer subject (fopic
marker -wa x nominative marker -ga). Subjects in Japanese can be optionally marked
with a topic marker to deliver certain pragmatic and semantic meanings. They
utilized this feature as a manipulation in their experiment. As for the rest of the

subjects, they were always marked with the nominative case.

(18) a.INTRANSITIVE, NO TOPIC MARKER
Wakai kyooju-ga  [TA-ga [gakusei-ga konransita to]
young professor-NOM [teaching_assistant-NOM [students-NOM panicked  that]
sengensita to] utagatta.
announced that] doubted
‘The young professor doubted that the teaching assistant announced that the
students panicked.’

b. TRANSITIVE, NO TOPIC MARKER

Kankyaku-ga [rajioanaunsaa-ga [yuumenia sukeetosensyu-ga sukeetogutu-o
spectator-NOM [radio_announcer-NOM [famous skater-NOM skate-ACC

kowasita to] sengensita to] utagatta.
broke that] announced that] doubted
‘The spectatour doubted that the radio announcer announced that the famous
skater broke a skate.’
c. INTRANTISITVE, TOPIC MARKER

Eegakantoku-wa [purodyusaa-ga [kireina joyuu-ga koronda to] itta to]
film_director-TOP [producer-NOM [pretty  actress-NOM fell that] said that]

omotteiru.
thinks

‘As for the film director, he thinks that the producer said that the pretty
actress fell.’

d. TRANSITIVE, TOPIC MARKER
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Ounaa-wa [sihainin-ga [kyaku-ga wazato  ueitaa-o osita to] itta to]
owner-TOP [manager-NOM [guest-NOM deliberately waiter-ACC pushed that] said that]

omotteiru.
thinks

‘As for the owner he thinks that the manager said that a customer deliberately
pushed the waiter.’

Their results suggested that participants found sentences where the most-outer
subject is marked with the nominative case harder to understand and marked those
sentences more complex. When there is a mismatching case-marking, the processing
center embeddings were relatively easy. They interpreted their results as evidence for
retrieval interference: as the number of candidates with the same specifications
increases, the interference effect also increases, which an be seen as increased
perceived complexity.

In a subsequent experiment, Fedorenko et al. (2004) tested whether or not the
effects of case marking are due to abstract or phonological case marking.
Babyonyshev & Gibson’s (1999) findings were not clear whether the findings are due
to the the difference in form or difference in abstract case. They conducted a
self-paced reading experiment with comprehension questions after every item. They
utilized the syncretism between the accusative case with feminine nouns and the
dative case with masculine nouns. As seen in (19a) and (19c¢), both are marked with
the ‘-u’ ending while the accusative case surfaces as ‘-a” with masculine nouns and

the dative case surfaces as ‘-e’ with feminine nouns.

(19) a. ABSTRACT CASE & FORM MATCH

[[UvaZavSuju skripacku] pianistku] razozlil diriZer iz izvestnoj
[[respecting violinist.F.ACC] pianist.F.ACC] angered conductor.NOM from famous
konservatorii posle generalnoj repetitsii.

conservatory  after final rehearsal

‘After the final rehersal, the conductor from a famous conservatory angered
the pianist ,cc Who respected the violinistg scc.’
b. ABSTRACT CASE MATCH & FORM MISMATCH

[[UvaZavsuju skripacka]  pianistku] razozlil ...
[[respecting violinist.M.ACC] pianist.F.ACC] angered ...

‘After the final rehersal, the conductor from a famous conservatory angered
the pianist; ,cc Who respected the violinisty.ACC.

c. ABSTRACT CASE MISMATCH & FORM MATCH
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[[Pozvonivsuju skripacku]  pianistku] razozlil ...
[[having_called violinist.M.ACC] pianist.F.ACC] angered ...

‘After the final rehersal, the conductor from a famous conservatory angered
the pianist; o Who had called the violinisty scc.’

d. ABSTRACT CASE & FORM MISMATCH
[[Pozvonivsuju skripacke] pianistku] razozlil ...
[[having_called violinist.F.DAT] pianist.F.ACC] angered ...

‘After the final rehersal, the conductor from a famous conservatory angered
the pianist: p,r Who had called the violinist; xcc.’

Their results suggested that neither the phonological form of the case nor the
abstract case feature does not alone induce interference effects. Participants read
ABSTRACT CASE & FORM MATCH conditions significantly more slowly, and their
accuracy was significantly lower in the same conditions. However, the rest of the
experimental conditions showed no substantial difference both in their reading times
and response accuracies.

However, the effect of case marking is not clear in agreement attraction
literature. The first study that tackled this question was Hartsuiker et al.’s (2001)
production experiment, where they instructed participants to complete sentence
preambles. They manipulated the type of the attractor (NP x pronoun), the number of
the attractor (plural x singular), and the pronoun ambiguity (case-ambiguous
pronoun X unambiguous pronoun). To manipulate pronoun ambiguity, they used
inanimate nouns. The inanimate Dutch plural pronoun is ambiguous between the
accusative and nominative case marking, whereas the other pronouns are

unambiguously accusative. One set of example conditions can be seen in (20).

(20) a. FULL NP & ANIMATE

Ed ziet dat de kapitein de zeerover(-s) . ..
Ed  sees that the captain  the pirate(-PL)

‘Ed sees that the captain ... ., the pirate(s).’

b. UNAMBIGUOUS PRONOUN & ANIMATE

Ed ziet dat de kapitein hem/hen . ..
Ed sees that the captain  him/hem

‘Ed sees that the captain ... ,¢., him/them.’

c. FULL NP & INANIMATE

Tanja zegt dat de verkoper de auto(-s) ...
Tanja says that the salesman the car(-PL)

‘Tanja says that the salesman ... ., the car(s).’
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d. AMBIGUOUS PRONOUN & INANIMATE

Tanja zegt dat de verkoper hem/ze ...
Tanja says that the salesman him/them ...

‘Tanja says that the salesman ... ., it/them.

Their results suggested that ambiguous pronouns led participants to make
more agreement errors than unambiguous pronouns in number mismatching
conditions. The presence of the ambiguous pronoun ‘ze’ resulted in as many
agreement errors as the conditions with full NPs. When there was an
overt/unambiguous case marking, participants made substantially fewer errors.

Another study that used a sentence completion framework and used pronouns
was Nicol & Antén-Méndez’s (2009) study. They conducted their experiment in

English with preambles such as ‘The bill from account(s)/him(them) ... . They aimed

to test the effects of overt case marking in English, which was only possible with
pronouns like Dutch. Unlike Hartsuiker et al. (2001), Nicol & Antén-Méndez (2009)
only manipulated the number of the attractor (singular x plural) and the type of the
attractor (NP x pronoun). Similar to Hartsuiker et al.’s (2001) findings, they found
that overt case-marking (the use of pronouns) diminished the error rates in
subject-verb agreement.

However, both of these studies could not differentiate between the effects of
pronoun use and the effects of overt case-marking. In a subsequent production study
with a sentence completion task, Hartsuiker et al. (2003) tested the effects of overt-
case marking in a language that uses case-marking with noun phrases: German. They
have utilized ambiguous case markings and article forms in their experiment.

The case information has a morphophonological reflex both on the article and
the noun in German. For example, the singular noun ‘man’ is ‘der Mann’ in the
nominative and ‘dem Mann’ in the dative, whereas the plural noun ‘men’ is ‘die
Miinner’ in the nominative and ‘den Mdnnern’ in the dative. Another important
characteristic of German is that some case marking may surface in an ambiguous
form. While the noun ‘man’ is unambiguously dative-marked in ‘dem Mann’, its

surface of a plural and nominative-marked ‘men’, ‘die Mdnner’, is ambiguous
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between the accusative and nominative forms. Even though this specific ambiguity is
limited to plural forms with masculine nouns, a similar syncretism can also be
observed in singular forms with feminine and neuter nouns. For example, the article
of the word ‘Demonstration’ in German is not ambiguous between a singular and a
plural form when the noun is marked with a dative case. However, the nominative
and the accusative forms of this noun’s article surfaces as ‘die’ independent of the
case and the plurality. One set of examples in which this ambiguity is utilized by
Hartsuiker et al. (2003) is provided in (21). They manipulated the number of the
attractor (plural x singular) and the case ambiguity on the attractor (unambiguously

dative X ambiguous between nominative and accusative) by changing the preposition.

(21) a. UNAMBIGUOUSLY DATIVE

Die Stellungnahme zu der/den Demonstration(-en) . ..
the.F.NOM.SG position on the.F.DAT.SG/PL demonstration(-PL)

“The position on the demonstrations(s) ...’

b. AMBIGUOUS BETWEEN NOMINATIVE AND ACCUSATIVE

Die Stellungnahme gegen die Demonstration(-en)
the.F.NOM.SG position against the.F.NOM/ACC.SG/PL demonstration(-PL)

‘The position against the demonstrations(s) ...’

Their results were comparable with the previous findings on the effects of
overt-case marking in the agreement attraction phenomenon: unambiguous case
markings reduced the overall agreement errors done in number mismatching
conditions. While people still made agreement errors with unambiguous conditions in
which the noun is marked with the dative case, they made significantly more errors in
conditions with ambiguously marked nouns. This finding verified that their previous
results were not solely due to the word category difference (noun vs. pronoun).

Another language in which the effect of case was investigated was French.
Franck et al. (2006) conducted a production experiment with a sentence completion
task. Participants were provided with a sentence preamble and a verb and asked to
complete the sentence correctly. They have manipulated the number of the head and

the attractor (plural x singular) and the type of the attractor (preverbal object clitic X
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prepositional subject modifier). While the prepositional subject modifier is syncretic
between the nominative and the accusative case, the preverbal object clitic is
distinctive in its case marking. One set of experimental conditions can be found in
(22).

(22) a. PREVERBAL OBJECT CLITIC

Le(-s) professeur(-s) le(-s)
the(-PL) professor(-PL)  it.ACC(-PL) ...

‘The professor ... ;¢ it/them.

b. PREPOSITIONAL SUBJECT MODIFIER
Le(-s) professour(-s) de [’éleve/des éleves
the(-PL) professor(-PL)  of the student/the students ...

‘The professor of the student(s) ... e’

Their results were not comparable with the previous findings: the distinctive
case marking resulted in more agreement errors. Participants made more errors in the
conditions with singular subject and plural object clitic attractors compared to their
counterparts with subject modifier attractors. However, these results contain two
important confounds. The first of them is that, again, the attractor category is not
controlled due to the limitation of the language. The second one is the syntactic
function of the attractor: while one set of conditions has objects as attractors, the
other set of conditions has subject modifiers, which resides in the exact phrase as the
subject head, unlike the objects.*

In a subsequent experiment with a sentence completion task, Franck et al.
(2010) again tested the role of distinctive case marking. In this experiment, they only
used objects as attractors, thus eliminating the structural confound that was present in
Franck et al. (2006). They manipulated the number of the attractor (plural x singular)
and the type of the attractor (postverbal object x preverbal object clitic). While the
postverbal object forms were syncretic between the accusative and nominative
marking, the preverbal object forms were distinctively accusative-marked. The

participants in this experiment were given infinitival forms of the verbs (shown in

“We are aware that an amplified effect with attractors in the object position is surprising and
cannot be explained via representational accounts.
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small caps) and asked to complete the sentence by conjugating the verb correctly.

One set of experimental conditions was provided in (23).

(23) a. PREVERBAL OBJECT CLITIC

La vache le(-s) SOUIVRE.
the cow  it(-PL) to_follow

‘The cow follow;,, finitiva; it/them.

b. POSTVERBAL OBJECT

La vache SOUIVRE le chien(-s).
the cow  to_follow the dog(-PL)

‘The cow follow;y, finitiva; the dog(s)’

Their results were comparable to their previous experiment (Franck et al.,
2006). Participants made more agreement errors in the conditions with distinctively
case-marked object clitics than the conditions with postverbal syncretic objects.
However, their results again contained two confounds. Firstly, the category of the
attractor was not controlled. They compared the pronouns with full noun phrases.
Secondly, the position of the attractor is different in their conditions. One can argue
that the post-verbal position in French might be strongly associated with not being an
agreement controller since no noun phrase that follows the verb can influence the
agreement on the verb in French.

Another study that dealt with this question was Slioussar’s (2018) study using
Russian case ambiguity. The author conducted three experiments, a
sentence-formation task,> a speeded acceptability judgment, and a self-paced reading
study. The same materials and manipulation were used in all experiments. The author
manipulated the number of the number marking on the head and attractor noun
(plural x singular), the case of the attractor (accusative x genitive), and the verb
number (plural x singular).

Russian is a fusional language that does not make use of articles with definite
nouns. Like German, Russian also has three genders: masculine, feminine, and

neuter. Depending on the gender and number, specific case suffixes can have the

3 A sentence formation task is different from a sentence completion task. In the sentence formation
task, all parts of a sentence are provided to the participants, and they were expected to form a
meaningful sentence. When there is an ungrammaticality, let’s say due to the verb number, they were
expected to correct it. On the other hand, in a sentence completion task, participants are only provided
with a preamble and are expected to complete the sentence according to their liking.
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same surface form and be ambiguous. For Slioussar’s (2018) study, two such
ambiguities are of importance: accusative-nominative and nominative-genitive
ambiguity.

Within the conditions in which the attractor is marked with the accusative
case, all attractors were ambiguous between the accusative and the nominative
marking. These conditions were similar to the experiments done in English: the
attractor ‘cabinets’ in the sentence ‘The key to the cabinets is rusty’ is ambiguous
between the accusative and the nominative marking. However, this ambiguity stays at
the level of form and does not result in different syntactic structures

As for the conditions with a genitive marking on the attractor, all attractors
were not ambiguous between the genitive and the nominative marking. While plural
attractors were unambiguously marked with the genitive case, the forms of singular
attractors with genitive cases were the same as if they were plural nouns with a
nominative case. Table 2 shows the conditions and the ambiguities present in

Slioussar’s (2018) experiments.

Table 2. Ambiguities between cases in their singular and plural form

Accusative Genitive
Singular NOM.SG NOM.PL
Plural NOM.PL  No Ambiguity

By utilizing these ambiguities between cases given in Table 2, the author

tested the role of ambiguity with experimental conditions presented in (24).

(24) a. ACCUSATIVE ATTRACTORS
Cena/ceny  na produkt/produkty byla/byli nizkoj/nizkimi
price.NOM.SG/PL on product.ACC.SG/PL_yop.sc/p. Was/were low.SG/PL

iz za ploxogo kacestva syr’ja.
because of poor quality of raw materials

‘The price(-s) on the product(-s) was/were low because of the poor quality of
raw materials.’

b. GENITIVE ATTRACTORS
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VyderZka/vyderZki iz  knigi/knig byla/byli
conclusion.NOM.SG/PL from defeat. GEN.SG—youm.pL/PLno ambiguity Was/Were

kratkoj/kratkimi dlja uproscenija processa zapominanija.
brief.SG/PL to simplify the memorization process

‘The excerption(-s) from the book(-s) was/were brief to simplify the
memorization process.’

Their results were comparable with Dutch, English, and German findings and
contradicted French findings. In plural heads, they found no effect of attractor
number, case marking, or interaction. However, the picture was different with
singular heads. In the production experiment, Participants made more agreement
errors with conditions where the marking of the attractor was syncretic with plural
nominative marking compared to non-syncretic (unambiguous) conditions. More
importantly, singular genitive-marked attractors that are syncretic with plural
nominative marking induced more agreement errors than the plural genitive-marked
attractors which are not syncretic:

Similar findings were also observed in comprehension studies. In the speeded
acceptability judgment task, participants found ungrammatical sentences acceptable
more often when the attractor was singular and marked with the genitive case
compared to the condition where the attractor was plural and marked with the
genitive case. Participants read the same conditions faster than other ungrammatical
conditions in the self-paced reading experiment.

Lastly, Avetisyan et al. (2020) conducted one sentence completion production
experiment and two self-paced reading experiments to test agreement attraction
effects in Eastern Armenian. In their first self-paced reading experiment (Experiment
2), they used non-intervening attractors as in (25). They manipulated the number of
the attractor and the number of the embedded verb. They wanted to confirm that

number agreement attraction effets surfaces in Eastern Armenian.

(25) a. * PLURAL ATTRACTOR, UNGRAMMATICAL
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Nkaric-ner-é, or-onc’  k’andakagorc-é arhamarh-ec’-in
painter-PL.NOM-DEF that-PL.ACC sculptor.SG.NOM-DEF ignore-AOR-3PL

c’owc’ahandesi ént’ac’k’owm, vagowc’ mekowsac’'vel en arvestagetneri
exhibition during long been ostracized are artists’

Srjanakic’.

circle.

‘The painters that the sculptor ignoredp;, during the exhibition have long
been ostracized from the art community.’

b. * SINGULAR ATTRACTOR, UNGRAMMATICAL
Nkaric-é, or-i-n k’andakagorc-é¢ arhamarh-ec’-in . ..
painter.SG.NOM-DEF that-SG.ACC-DEF sculptor.SG.NOM-DEF ignore-AOR-3PL

‘The painter that the sculptor ignored p;, during the exhibition has long been
ostracized from the art community.’

c. PLURAL ATTRACTOR, GRAMMATICAL

Nkaric-ner-é, or-onc’  k’andakagorg-é arhamarh-ec’ ...

painter-PL.NOM-DEF that-PL.ACC sculptor.SG.NOM-DEF ignore-AOR.3SG ...

‘The painters that the sculptor ignoreds during the exhibition have long
been ostracized from the art community.’

d. SINGULAR ATTRACTOR, GRAMMATICAL
Nkaric-é, or-i-n k’andakagorc-é¢ arhamarh-ec’ ...
painter.SG.NOM-DEF that-SG.ACC-DEF sculptor.SG.NOM-DEF ignore-AOR.3SG ...

‘The painter that the sculptor ignoreds¢ during the exhibition has long been
ostracized from the art community.’

Their results showed that participants read ungrammatical sentences with
plural attractors faster than their singular counterparts. Moreover, ungrammatical
sentences with plural attractors were read as fast as the grammatical conditions.

In their second self-paced experiment (Experiment 3), they included four
more conditions as in (26), in which they have used an attractor with a mismatching
case-marking with the head. In their previous experiment, both the attractor and the
head noun had the same case: Nominative. In their new conditions, all attractors are

marked with an accusative case and have surface form with an ‘-in’ ending.

(26) a.* PLURAL ATTRACTOR, UNGRAMMATICAL
Nkaric-ner-i-n, or-onc’ k’andakagor¢-é arhamarh-ec’-in
painter-PL-ACC-DEF that-PL.ACC sculptor.SG.NOM-DEF ignore-AOR-3PL

c’owc’ahandesi ént’ac’k’owm, vagowc’ mekowsac’rel en arvestagetneri
exhibition during long ostracized are artists’

Srjanakic’.

circle.
‘They have long ostracized from the art community the painters oo¢ that the
sculptor ignored p;, during the exhibition.’

b. * SINGULAR ATTRACTOR, UNGRAMMATICAL
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Nkaric-i-n, or-i-n k’andakagorc-é arhamarh-ec’-in . ..
painter-SG.ACC-DEF that-SG.ACC-DEF sculptor.SG.NOM-DEF ignore-AOR-3PL

‘They have long ostracized from the art community the painter 4 that the
sculptor ignored p;, during the exhibition.’

c. PLURAL ATTRACTOR, GRAMMATICAL
Nkaric¢-ner-i-n, or-onc’  k’andakagor¢-¢ arhamarh-ec’ . ..
painter-PL-ACC-DEF that-PL.ACC sculptor.SG.NOM-DEF ignore-AOR.3SG ...

‘They have long ostracized from the art community the painters 4o¢ that the
sculptor ignoredsg during the exhibition.’

d. SINGULAR ATTRACTOR, GRAMMATICAL
Nkaric-i-n, or-i-n k’andakagorc-¢ arhamarh-ec’ ...
painter.SG.ACC-DEF that-SG.ACC-DEF sculptor.SG.NOM-DEF ignore-AOR.35G ...

‘They have long ostracized from the art community the painter 4 that the
sculptor ignoredg during the exhibition.’

Their results showed no evidence towards the hypothesis that case-matching
attractors amplified agreement attraction effects. They found small speed-ups in
ungrammatical conditions with case-matching but number mismatching attractors in
post-critical regions that immediately follow the embedded verb. However, these
facilitory effects were negligible due to their extremely small magnitude (-2ms
Crl:[-24, 20]).

All experiments in this chapter included case syncretism on the level of
morphophonology. There were no additional possible readings in any of these
experiments presented. When there was a syncretism between any two cases, this
syncretism did not have a reflex in the syntax or the parsing of the sentence. In other
words, there was no local ambiguity present: the syntactic function of the noun that
exhibits case syncretism was evident at all times.

In our investigation of case syncretism and local ambiguity, we are
investigating a case where there are multiple likely parses when processing the
attractor and the head noun. While the Marking and Morphing account does not have
any inherent mechanism to incorporate local ambiguity into the agreement
computation, the cue-based retrieval account would predict that agreement attraction
would be affected depending on possible parses introduced. Since the attractor and

the controller would have different different set of features in their chunks, we expect
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that participants would may use features from an erroneous parse that lingers even
after the reanalysis on same cases.

The second commonality between these studies is that they only manipulated
the case syncretism on the attractor and never on the head noun. Remember that the
presence of notionally plural sentences only affected agreement attraction when head
nouns were notionally plural. The manipulation on the attractor did not support the
idea that notionally plural nouns might amplify the agreement effects.

Drawing parallelism from the interaction of notional plurality and the
agreement attraction case, manipulating the case syncretism on the head noun might
furnish a clearer picture of the interaction between case syncretism and agreement
attraction. This would also enable us an additional venue to investigate the
differences between cue-based retrieval and the Marking & Morphing accounts.
While the cue-based retrieval account would expect no difference between
manipulating the case-matching on the attractor or the head noun, the Marking &
Morphing account would predict a visible difference between the syncretic cases on
the attractor and the head noun. However, one must note that even though the
Marking & Morphing account differentiates the role of the attractor and the head
noun, there is no clear way to integrate case information in the spreading activation
formula. One has to assume that the more evident the case information is, the more
easily number of a subject phrase would be detected.

To sum up, the findings on the interaction case-syncretism and agreement
attraction are not clear and the puzzle is missing some essential parts. While some
researchers find distinctive case marking to reduce the agreement attraction effects in
languages like Dutch, Russian, English, and German, other researchers showed that
distinctive case marking increases the magnitude of agreement attraction in French.
More recently, distinctive case marking was shown to have a negligibly small effect
on agreement attraction in Eastern Armenian. However, apart from Eastern Armenian
(no effect), German (positive effect), and Russian (positive effect) experiments, all

previous studies included important confounds that might have affected the results. In
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addition to this conflicting results, all case syncretism manipulations are form-related
syncretisms and not syntactic ambiguities. Lastly, the studies in the number
agreement attraction literature only manipulated the case syncretism on the attractor.
Thus, the effect of the case-syncretism question still stays unanswered and
underexplored since the data show conflicting results and certain elements which are
shown to be of importance in the literature such as the syntactic disparity between the

attractor and the controller are not tested.

2.6 Role of Shallow Processing in Agreement Attraction

Recent studies in psycholinguistics presented a great deal of evidence that
interpretations formed by the participants do not always reflect the linguistic input
that they were provided (Erickson & Mattson, 1981; Barton & Sanford, 1993; Sturt
et al., 2004; Ferreira, 2003; Christianson, 2016; Christianson et al., 2001). One study
conducted by Christianson et al. (2001) showed that after readings sentences like
(27), participants gave a surprisingly high number of ‘yes’ responses to both
questions presented in (28a) and (28b).

(27) While Anna dressed the baby that was cute and cuddly played in the crib.

(28) a. Did Anna dress the baby?
b. Did the baby play in the crib?

If the sentence were processed fully, we would expect ‘yes’ responses only
after the question in (28b) and only ‘no’ responses after the question in (28a). Their
findings support the idea that participants may sometimes analyze the sentence
partially. These findings also support the “Good Enough” approach to processing:
participants do not form perfect representations of the sentence; instead, they
construct a representation that is good enough for the task at hand (Christianson
et al., 2001).

In this thesis, what we refer to with shallow processing is close to the
assumption of the “Good Enough” approach. We argue that participants, instead of

processing the sentence in detail, may sometimes use other heuristics to complete the

51



task in the experiment. Heuristics in decision-making has been studied previously
(Kahneman et al., 1982; Gigerenzer & Selten, 2001). Some heuristics may include
word order information (Townsend & Bever, 2001), animacy of nouns (Lamers,
2007), or plausibility of a sentence (Van Herten et al., 20006).

Another possibility is that participants may use form-related heuristics.
Previous research has found and replicated the effects of phonological similarities in
working memory and reading tasks (Copeland & Radvansky, 2001) and single-word
production studies (Baayen et al., 1997; Schreuder & Baayen, 1997; Rastle & Davis,
2008). The idea that phonological similarities affect the sentence processing is also
tested in the agreement attraction literature. For example, Bock & Eberhard (1993)
tested whether singular attractors with an plural-like ending in English
(pseudoplurals) might induce agreement attraction effects like overtly-plural marked
attractors. They conducted a production study with a sentence-completion task and

used experimental conditions as in (29).

(29) a. PSEUDOPLURAL ATTRACTOR
The player on the course ...

b. SINGULAR ATTRACTOR
The player on the court ...

c. PLURAL ATTRACTOR

The player on the courts ...

Considering previous findings on erroneous tense marking with verbs that end
with /s/ and /z/ (Stemberger & MacWhinney, 1986), they argue that agreement
attraction may also be an inhibitory mechanism where participants opt-out repeating
the same phonological elements of the plural markings (/s/ or /z/) in plural attractor
conditions as in ‘The king of the island/z/ rule/z/.” 1f that were the case, words like
‘course’ that ends with a /s/ sound would elicit agreement attraction effects
comparable to sentences with a proper plural attractor.

However, their results did not support the hypothesis that endings that are
phonologically like plural would interfere with the subject-verb agreement. The rate

of agreement errors was not comparable to the conditions with a plural attractor.
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However, Haskell & MacDonald (2003) showed that irregular plural nouns,
which do not end with a canonical plural ending /s/ or /z/, induce reduced agreement
attraction effects compared to regular plural nouns in their Experiment 3. However,
the effect was only limited to cases when the head noun is collective and was not
present in Experiment 2, where they used non-collective heads. In both experiments,
they have manipulated the type of attractor (regular X irregular). Attractors were
always plural, and head nouns were always singular. One set of experimental

conditions for Experiments 2 and 3 is shown in (30) and (31), respectively.

(30) NON-COLLECTIVE HEADS

a. IRREGULAR PLURALS
The room for the sick children ...

b. REGULAR PLURALS
The room for the sick kids . ..

(31) COLLECTIVE HEADS

a. IRREGULAR PLURALS
The class of children ...

b. REGULAR PLURALS

The class of kids ...

When the head noun was non-collective, the participants made more
agreement errors with regular plural. However, the difference between the conditions
was not substantially different. With collective heads, even though participants
occasionally completed both type of sentences with a plural agreement, the rate of
erroneous agreement marker was substantially low with irregular plurals. Their
findings suggested that overt plural marking may increase the probability of having
agreement errors in certain conditions.

However, the frequency effect should be taken into account when irregular
plurals are tested due to the suggested interaction between irregularity and frequency
effects (Allen et al., 2003). To circumvent this problem, Brehm et al. (2020)
conducted a self-paced reading experiment where they controlled the attractor’s
frequency and irregularity. They have manipulated the number of the attractor (plural

x singular), the orthographical type of the attractor (atypical plural X typical plural),
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the frequency of the attractor (high x medium x low), and the number marking on the

verb (plural x singular). One set of experimental conditions can be found in (32).

(32) a. ATYPICAL, HIGH FREQUENCY
The physician who cured the man/men occasionally was/were incorrect
about the diagnosis.

b. TYPICAL, HIGH FRENQUENCY
The physician who cured the boy/boys occasionally was/were incorrect
about the diagnosis.

c. ATYPICAL, MEDIUM FREQUENCY
The celebrity who promoted the dress/dresses seldom was/were seen without
a big entourage.

d. TYPICAL, MEDIUM FREQUENCY
The celebrity who promoted the skirt/skirts seldom was/were seen without a
big entourage.

e. ATYPICAL, LOW FREQUENCY
The landscaper who planted the cactus/cacti already was/were anticipating
the dry summer.

f. TYPICAL, LOW FREQUENCY

The landscaper who planted the yucca/yuccas already was/were anticipating

the dry summer.

They found that participants read verb-spillover regions (incorrect, seen, or
anticipating) in ungrammatical sentences overall faster when there is a plural
attractor than singular attractor counterparts. They also found a slow-down in the
same regions with low-frequency attractors. However, they could not find any effect
concerning their morpho-orthographical manipulation. Even though previous
research on isolated words suggested a possible effect of morpho-orthography, they
could not find any effect of spurious decomposition of final /s/ sound. Their findings
align with the previous results on morpho-phonology of English plurals in agreement
attraction.

However, all these studies were conducted in English, a language in which
the concept of pseudoplural is not straightforward. From the perspective of morpho-
phonology, the word ‘course’ is a pseudoplural since that the last sound in this word
corresponds to the phonological output of plural marking. However, the same word
may not be considered a pseudoplural from the perspective of morpho-orthography

since the word ends with a vowel ‘e’.
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Turkish does not exhibit such discrepancy between morpho-phonology and
morpho-orthography concerning plural marking: All ‘-/ar’ or *-ler’ endings are
pronounced the same way. However, apart from certain loan words like ‘dolar’ and
‘ekler, meaning ‘dollar’ and ‘eclair, respectively, pseudoplurals are extremely rare
in Turkish. Thus, we could not test the effect of shallow processing and form
heuristics using pseudoplurals. On the other hand, Turkish uses the same morpheme
(-lAr) for marking the plural agreement on verbs and plurality on nouns. We utilized
this feature of Turkish and tried to test the use of form-related heuristics in agreement
attraction and to induce agreement attraction effects using form-wise identical, but

feature-wise different ‘-/Ar’ markings in Section 4.

2.7 Role of Bias in Agreement Attraction

Psycholinguistics mainly deals with participants’ judgments in the experimental
environment using tasks including a yes-no question, self-paced reading, and Likert
scales. One of the most central questions in this endeavour is whether we can assume
that these experiments truly measure the acceptability of sentences provided. Signal
Detection Theory, one of the theories that model participants’ responses, argues that
many factors, such as ‘response bias’, might affect the experimental results and
participants’ responses (Macmillan & Creelman, 2005). Signal Detection Theory
assumes that even the categorical responses like ‘yes’ and ‘no’ are actually
continuous, and participants categorize them according to decision criteria.

The first application of Signal Detection Theory to acceptability judgments
was made by Bader & Hiussler (2010). Following Green & Swets (1966) and
Macmillan & Creelman (2005), they argue that the judgment process is two-fold.
Participants first compute a continuous value of ‘acceptability’ for the sentence they
were prompted to read. Then, they choose the category to which this continuous
value belongs. Their results showed a strong correlation between the continuous
magnitude estimation and the categorical yes-no responses. One interesting question

is how the decision criteria can be determined in experiments with no accompanying
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data like magnitude estimation and whether or not there are underlying phenomena

that might change the decision criteria depending on the study and the participants.

One such possible underlying factor that affects the experimental results is response
bias.

Response bias is participants’ tendency to choose an option over another
possible option with no necessary evidence towards any options (Macmillan &
Creelman, 2005). As Rotello et al. (2015) presented, response bias might induce such
experimental results that they could be mistaken for an effect on the percentage of
correct responses. They also showed that increasing the power of the experiment by
conducting the experiment with a bigger participant pool or more trials per subject
worsened the problem of response bias even more. One way to overcome this
problem is to integrate the bias value into the analysis of the experimental results.

To our knowledge, there is only one experiment that introduced the response
bias manipulation to the agreement attraction phenomenon: Hammerly et al. (2019).
They assumed that the plural attractor’s lack of interference in ungrammatical
sentences was due to the participants’ a priori bias to give more ‘yes’ responses. Via
three speeded acceptability judgment experiments, they showed that when
participants’ response bias is manipulated using instructions and the ratio of
ungrammatical to grammatical sentences in an experiment, the agreement attraction
patterns in the percentage of ‘acceptable’ responses also change. They have
manipulated the number of the attractor and the verb (plural x singular) in all of their
experiments. Within experiments, they manipulated the instruction and the ratio of
ungrammatical sentences. Their first experiment did not use any special instructions
and used an equal number of ungrammatical and grammatical sentences. In their
second experiment, participants were informed that 2/3 of the sentences they would
see in the experiment would be ungrammatical. They also modified the ratio of
ungrammatical sentences in the experiment such that %64 of the overall items were
ungrammatical. In their third experiment, participants were told most sentences in the

experiment were ungrammatical. They used the same ratio of ungrammatical
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sentences in their third experiment. One set of experimental items can be found in

(33).

(33) a. * PLURAL ATTRACTOR & UNGRAMMATICAL (PLURAL VERB)
The friend of the nurses frequently visit.

b. PLURAL ATTRACTOR & GRAMMATICAL (SINGULAR VERB)
The friend of the nurses frequently visits.

c. ¥ SINGULAR ATTRACTOR & UNGRAMMATICAL (PLURAL VERB)
The friend of the nurse frequently visit.

d. SINGULAR ATTRACTOR & GRAMMATICAL (SINGULAR VERB)
The friend of the nurse frequently visits.

Their results showed a clear effect of response bias on the interference of
plural in grammatical sentences. Their first experiment with no bias manipulation
showed mainstream agreement attraction effects: no effect of number marking in
grammatical conditions and an apparent impact of number marking in ungrammatical
conditions on ‘yes’ responses. Participants accepted sentences like (33a) more often
compared to (33c). This interaction was reduced as the participants’ response bias
toward ‘yes’ responses was reduced. In Experiment 3, they found that participants
almost made as many errors in grammatical sentences with plural attractors (33b) as
they did with ungrammatical sentences with plural attractors (33a).

Chapter 5 attempts to replicate and clarify the findings on response bias and
agreement attraction by Hammerly et al. (2019). To this end, we conducted a speeded
acceptability judgment task in Turkish using another syntactic construction: a
complex noun phrase with a genitive-marked modifier. Moreover, we only used filler

items in our response bias calculation to have a clearer picture of response bias.
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CHAPTER 3
EXPERIMENT 1: AN INVESTIGATION OF LOCAL AMBIGUITY

This chapter aims to verify previous agreement attraction findings in Turkish and
investigates whether case syncretism is the main culprit of the agreement attraction
effects.

As discussed in Chapter 2, agreement attraction findings were robust in many
languages, and one of the languages they were demonstrated in was Turkish (Lago
et al., 2019) with sentences like (1). In a speeded acceptability judgment experiment,
where they manipulated the verb’s and the attractor’s number, they used
genitive-marked modifiers as distractors to demonstrate agreement attraction effects.
They found that participants accepted ungrammatical sentences with plural genitive
attractor compared to single ones. The reason behind using genitive-marked
modifiers was that the nouns with the genitive case ending were commonly used for
subject marking in Turkish embedded clauses (Goksel & Kerslake, 2005; Kornfilt,
2011). Even though previous findings from English showed that possessor phrases do
not give rise to agreement attraction effects (Nicol et al., 2016), Lago et al. argued
that this is due to the difference in the properties of the genitive cases in English and
Turkish. Unlike Turkish, the genitive case is not used as a subject marking in English.
Since the genitive-marked nouns frequently function as agreement controllers, they
hypothesized that these nouns would partially match with cues in ungrammatical

sentences and give rise to attraction effects.

(1) Teknisyen-{ler/@}-in egitmen-i  olaganiistii hizli kos-tu-{lar/@).
technician-{PL/SG }-GEN instructor-POSS extraordinarily fast run-PST-{PL/SG}

“The technician’s/technicians’ instructor ran{PL/SG} extraordinarily fast.”

In this chapter, we propose an alternative hypothesis where we argue that
previous Turkish findings in the literature resulted from local ambiguity in their
experimental sentences. In their experiment, they use consonant-final words, marked

with the possessive marking. As we have discussed in Chapter 1, when the possessive
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marking is concatenated to a consonant-final word, its surface form is syncretic with

the accusative case as in (2).

(2) teknisyen-in egitmen-i
technician-GEN instructor-POSS/ACC

‘technicians’s instructor’

3.1 Local Ambiguity in Turkish Agreement Attraction

Due to the aforementioned syncretism, the word ‘egitmeni’ may be parsed as either
instructor-pross or instructor-acc. In the possessive parse, the genitive
marking on the word ‘teknisyenin’ is considered the genitive-possessive structure’s
morphological reflex on the word ‘teknisyen’. On the other hand, when the word
‘egitmeni’ is parsed as instructor-acc, Turkish speakers have to generate a more
complex structure where the word ‘teknisyenin’ is the subject of the embedded clause
and the word ‘egitmeni’ is the object of the same embedded clause. Sentences (3b)
and (3a) exemplify these possible parses. The CP structures are shown with a square
brackets. The relative probability of encountering an accusative marking rather than
possessive marking also supports the idea of two different interpretations. We
calculated the relative likelihood of having an accusative marked noun than a
possessive marked noun following genitive marking. Data from annotated treebanks
from Universal Dependencies v2.9 (Tiirk et al., 2021; Kuzgun et al., 2020; Tiirk

et al., 2019; Sulubacak et al., 2016; Coltekin, 2015) showed that the relative
probability of encountering accusative marking after the genitive-marked noun is

0.21.

(3) a. POSSESSIVE INTERPRETATION
[cpTeknisyen-in egitmen-i kos-tu.]
technician-GEN instructor-POSS[NOM] run-PST
“The technician’s instructor ran.’
b. ACCUSATIVE INTERPRETATION
[cplcpTeknisyen-in egitmen-i  kov-dug-un-u] gor-dii-m. |
technician-GEN instructor-POSS fire-NMLZ-POSS-ACC see-PST-1SG

‘I saw the technician firing the instructor.’
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When participants treat the ‘-1’ marker as a possessive marking (3a), the
whole complex DP is assigned a nominative case, the default subject marker in
Turkish in main clauses. When participants entertain the possessive parse, they will
not need to reanalyze the sentence and process the sentence without any problem. We
argue that participants do not exhibit grammatilicaty illusions on those occasions.

On the other hand, when the accusative parse (3b) is entertained, we
hypothesize that participants start maintaining an alternative structure, which will
turn out to be erroneous. Given the experimental items, they will be utilizing this
structure until they have seen the matrix verb. On those occasions, they will have a
structure in which the genitive marked noun is encoded as subject and the ‘-/” marked
noun as the direct object. Even though a reanalysis may correct the final
representation, previous studies have shown that an incorrect analysis may still affect
the absolute representation and the parsing process (Patson et al., 2009; Staub, 2007).
Thus, we hypothesize that this erroneous parses might be the main reason for the
agreement attraction effects observed in Lago et al.’s (2019) study.

Moreover, psycholinguistics studies have shown that abstract and overt cases
that bear morphosyntactic similarities may interfere with the subject-verb dependency
(Slioussar, 2018; Arnett & Wagers, 2017; Logacev & Vasishth, 2012). Given the
attested effects of morphosyntax, case, and the lingering effects of abandoned
analyses, we hypothesize that the presence of a local ambiguity may lead to an effect
similar to mainstream agreement attraction effects. In contrast, we expect that the
effect of plural attractor in ungrammatical sentences should be eliminated when the

morphological marking is disambiguated early on.

3.2 Experiment 1

To this end, We conducted a speeded acceptability judgment experiment with
vowel-ending head nouns. As we discussed in Chapter 1, when the possessive and the
accusative head follow a vowel-ending noun such as (yonetici) instead of a

consonant-ending noun (egitmen), their surface form is not syncretic. We provide
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examples in which a vowel-ending noun is marked with possessive and the accusative
case in (4), which are minimally different from sentences in (3). We can see that

possessive marking surfaces as ‘-sI’ and the accusative as ‘-yI’.

(4) a. UNAMBIGUOUS POSSESSIVE MARKING
Teknisyen-in yonetici-si kos-tu.
technician-GEN manager-POSS[NOM] run-PST

‘The technician’s manager ran.’

b. UNAMBIGUOUS ACCUSATIVE MARKING
Teknisyen-in yonetici-yi kov-dug-un-u gor-dii-m.
technician-GEN manager-ACC fire-NMLZ-POSS-ACC see-PST-1SG

‘I saw the technician chasing the manager.’

We utilized these facts of Turkish and replaced the head nouns in Lago et al.’s
(2019) items with unambiguous ones. We also modified the rest of the sentence due
to plausibility reasons. If the morphosyntactic similarity was a driving factor in
Turkish agreement attraction facts, we expected no or substantially reduced

difference in acceptability percentages between sentences (5a) and (5b).

(5) a.* PLURAL ATTRACTOR, UNGRAMMATICAL (PLURAL VERB)

Milyoner-ler-in_terzi-si  tamamen gereksizce  kov-ul-du-lar.
millionaire-PL-GEN tailor-POSS completely without_reason fire-PASS-PST-3PL

‘The millionaires’ tailor were fired for no reason at all.’

b. * SINGULAR ATTRACTOR, UNGRAMMATICAL (PLURAL VERB)

Milyoner-in terzi-si  tamamen gereksizce  kov-ul-du-lar.
millionaire-GEN tailor-POSS completely without_reason fire-PASS-PST-3PL

‘The millionaire’ tailor were fired for no reason at all.’

3.2.1 Participants

Our participants (N = 118) were native Turkish speakers and Bogazii University
undergraduate students. In exchange for attending the experiment, they were given
extra credit in one of the pre-determined Linguistics courses. The average age of
participants was 20, ranging from 18 to 32. In the experimental process, both the
principles of the Declaration of Helsinki and the regulations concerning research
ethics at Bogazici University were followed without any exception. Before the
experiment, all participants were asked to provide informed consent. During the

experiment, any information regarding their identities was not collected.
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3.2.2 Materials

In our study, we have used 40 sets of sentences like (6), where we manipulated both
the number of the attractor and the number agreement of the verb (grammatically).
The plural markings on the noun and the verb are marked with the suffix ‘-/Ar’. On
the other hand, the lack of the suffix ‘-/Ar’ on nouns means that they are singular in
non-generic environments.! As for the verbal elements, even though the absence of
the suffix ‘-IAr’ does not necessarily indicate singular verbs, we believe that this will
not create a problem for us since this paradigm is already shown to be effective in
Lago et al. (2019). We used Lago et al.’s (2019) items for all of our experimental
items as a starting point. We have changed the head noun with a vowel-ending one.
We also modified other parts of sentences for plausibility reasons when needed. One
item set is given below in (6), where the subject phrase is marked with square
brackets, and the dependency between the subject head and the matrix verb is

signaled using bold-face.

(6) a.* PLURAL ATTRACTOR, UNGRAMMATICAL (PLURAL VERB)

Milyoner-ler-in terzi-si  tamamen gereksizce  kov-ul-du-lar.
millionaire-PL-GEN tailor-POSS completely without_reason fire-PASS-PST-3PL

‘The millionaires’ tailor were fired for no reason at all.’

b. PLURAL ATTRACTOR, GRAMMATICAL (SINGULAR VERB)

Milyoner-ler-in terzi-si  tamamen gereksizce  kov-ul-du.
millionaire-PL-GEN tailor-POSS completely without_reason fire-PASS-PST

‘The millionaires’ tailor was fired for no reason at all.’

c. * SINGULAR ATTRACTOR, UNGRAMMATICAL (PLURAL VERB)

Milyoner-in terzi-si tamamen gereksizce  kov-ul-du-lar.
millionaire-GENSG tailor-POSS completely without_reason fire-PASS-PST-3PL

‘The millionaire’s tailor were fired for no reason at all.’

d. SINGULAR ATTRACTOR GRAMMATICAL (SINGULAR VERB)

Milyoner-in terzi-si  tamamen gereksizce  kov-ul-du.
millionaire-GENSG tailor-POSS completely without_reason fire-PASS-PST

‘The millionaire’s tailor was fired for no reason at all.’

All experimental sentences followed a pre-determined template:

NP,(=PL)— GEN NP, — POSS Adjunct VP — PST(—PL). As shown in the

'In generic environments, bare nouns may have kind readings which have been previously shown
to increase the magnitude of agreement attraction effects. We avoided generic environments by using
an overt past tense morpheme ‘-DU’.
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template, initial nouns were marked with the genitive and possessive marking, and
they formed a complex subject like ‘milyonerlerin terzisi’, (the millionaires’ tailor).
The genitive-marked NP, the possessor, functioned as the attractor, and the head noun
carried an unambiguous possessive case marker. The head noun was always singular,
making sentences that contain a verb marked overtly with ‘-/Ar’ ungrammatical.
Moreover, we have not changed the semantic relationship between the initial NPs.
Genitive-possessive structures can be paraphrased using ‘’s’ or ‘of” in English as in
Lago et al.’s (2019) study. Adjuncts, pre-verbal adverbials, were 15 characters long
on average and consisted of 2-3 words. Lastly, we followed the distribution of the
verb types introduced in the original study: twenty unergatives, eighteen
unaccusatives, and two optionally transitive verbs.

In addition to experimental items, we have used 40 filler items. We
hypothesized that some participants might develop a simple response strategy after
seeing a certain amount of our experimental items. They may decide on the
grammaticality by just looking at the verb number since ungrammatical sentences in
our experiment end with a plural marked verb. To prevent this response strategy, we
designed our filler items such that plural-agreement-bearing verbs are only seen in
grammatical sentences, and singular verbs are only seen in ungrammatical sentences.
Half of our filler items (20) ended with a plural-marked verb, while the others ended
with a singular verb. Like our experimental items, filler items also started with a
complex genitive-possessive noun phrase. However, genitive-possessive noun phrases
were the subject of the embedded clause, which functioned as an adverb to the main
verb, unlike experimental items where the complex NP is the subject of the main

verb. An example set of filler sentences can be found in (7).

(7) a. GRAMMATICAL FILLER (PLURAL VERB)

[Sosyolog-un dgrenci-si] konus-unca tutarsizlik agig-a ¢ikar-di-lar.
sociolog-GEN  student-POSS speak-WHEN inconsistency open-DAT deduct-PST-PL

‘When the student of the sociologist spoke, they revealed an inconsistency.’

b. * UNGRAMMATICAL FILLER (SINGULAR VERB)

[Dansoz-iin koca-si]  var-inca  kapt sakince ag¢-tu.
dancer-GEN  husband-POSS arrive-WHEN door slowly  open-PST

Intended: “When the husband of the dancer came, the door opened slowly.’
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3.2.3 Procedure
The experiment was run on Ibex Farm (Drummond, 2013), a web-based platform for
hosting experiments. Each experimental session was completed in less than 30
minutes. Before the experiments, participants were asked to provide their native
language and age. They also were asked to provie a consent form that explained the
experimental process and their rights in detail. After the consent, they were presented
with the instructions and were given nine practice trials.

The structure of each trial is presented in Figure 1. Participants initially saw
a blank screen for 600 ms. The blank screen was followed by the sentence given in
word-by-word RSVP fashion. Each word was delivered in 30 pt font size with Times
New Roman font and centered on the page. Between every word, participants saw
a 100 ms blank screen as well. After the sentence was presented, participants were
asked to provide a grammaticality judgment. After every trial, participants are asked

to indicate their acceptability judgment. The wording of the question is given in (8).

W
IYi KOTU

5,000 ms

Figure 1. Simplified illustration of RSVP presentation utilized in the
experiment.

(8) Bu ciimle kulaginiza nasil geliyor?
‘How does this sentence sound to you?’
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The possible answers that participants could provide were either ‘iyi’ (good)
or ‘kotii’ (bad). Participants were asked to press the key P to indicate that a sentence
is acceptable/good and Q to indicate that the sentence is unacceptable/bad. Within
instructions before the experiments, they were told to provide judgments as soon as
possible. If they did not respond within 5,000 ms during the experiment, the trial
timed out, and participants were shown the message ‘Please respond faster!” in red
font.

Participants saw 40 experimental and 40 filler sentences. Experimental
sentences were distributed among four different lists according to a Latin-square
design. Every participant saw one version of the experiment with a specific list and
one item per condition while seeing all filler items. All items were shuffled, and

shuffling was done automatically by the Ibex Farm.

3.2.4 Analysis

Since our central question in this experiment was to test whether or not the existing
agreement attraction finding was a product of the local ambiguity in Lago et al.’s
(2019) experimental sentences due to morphological syncretism, we included Lago
et al.’s (2019) data to our experimental data. We carried out the Bayesian analysis on
our findings in Experiment 1 and on Lago et al.’s (2019) findings. As an additional
categorical variable, we included the experiment (Lago et al. (2019) / Our
Experiment) in our Bayesian GLMs.

We excluded some participants using two criteria: (i) their performance in
sentences with a singular attractor and (i1) their response time. For all participants,
we found their mean percentage of yes responses for singular attractor ungrammatical
(6¢) and singular attractor grammatical conditions (6d). If the difference between
these mean values were below 0.25, that is, they failed to detect ungrammaticality
even when there is no attractor to interfere, we excluded all data coming from that
participant. In addition, we also excluded trials in which participants were not fast

enough to respond (RT" > 4999 ms) or participants responded too quickly (RT <
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200 ms). After applying these criteria, 11.06% of the trials from our experiment and
2.38% of the Lago et al.’s (2019) trials.

We analyzed yes responses with two Bayesian Generalized Linear Models
(GLMs). We assumed that responses were distributed following a Bernoulli
distribution with a probit link function. We used the R packages brms (Biirkner,
2017, 2018) and rstan (Stan Development Team, 2019) to fit Bayesian hierarchical
models (e.g., Gelman & Hill, 2007; Nicenboim & Vasishth, 2016). We analyzed only
experimental sentences without including the missing data in the formula and used
three categorical predictors and their interactions. Our predictors included: (i)
sentence grammaticality, (ii) attractor number, and (iii) presence of local ambiguity
(i.e., experiment). We used by-participant and by-item intercepts and slopes for all
predictors and their interactions. All factors were sum-coded. We used 0.5 for the
following levels: the presence of local ambiguity, ungrammaticality, attractor
plurality.

As discussed in Chapter 1, we used semi-informative priors following
Avetisyan et al. (2020). Table 3 shows prior specifications we have utilized in our
Bayesian GLMs. The first column, Prior, gives the the prior and numeral
specifications we have used for every coefficient in a conventional manner. The
second column, Class, tells us the class of the coefficient: L is for correlations, b is
for coefficients, and sd is for standard deviations. While the Coefficient column
signals for which coefficient the prior is used, the Group column specifies whether or
not a specific coefficient is in the hierarchical part of the model.

Since the effect we are looking for can either be formulated as the interaction
between ungrammaticality and the plural attractor and the main effect of a plural
attractor in ungrammatical sentences, we fitted an additional maximal model to yes
responses of only ungrammatical conditions using the categorical predictors the

presence of a plural attractor and local ambiguity as well as their interactions.
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Table 3. Priors used in our models.

Prior Class Coefficient Group
Student’s t(3,0,2.5) Intercept

LKJ Cholesky(2) L

LKJ Cholesky(2) L item
LKJ Cholesky(2) L subject
Normal(0,1) b

Normal(0,1) b Ambiguity

Normal(0,1) b Ambiguity * Pl. Attractor

Normal(0,1) b Ambiguity * Ungram.

Normal(0,1) b Ambiguity * Ungram. * Pl. Attractor
Normal(0,1) b Pl. Attactor

Normal(0,1) b Ungram.

Normal(0,1) b Ungram. * Pl. Attractor

Normal(0,1) b Trial No (log)

Cauchy™(0,1) sd

Cauchy™(0,1) sd item
Cauchy™(0,1) sd Intercept item
Cauchy™(0,1) sd Pl. Attactor item
Cauchy™(0,1) sd Ungram. item
Cauchy™(0,1) sd Ungram. * Pl. Attractor item
Cauchy™(0,1) sd Trial No (log) item
Cauchy™(0,1) sd subject
Cauchy™(0,1) sd Intercept subject
Cauchy™(0,1) sd Pl. Attactor subject
Cauchy™(0,1) sd Ungram. subject
Cauchy™(0,1) sd Ungram. * Pl. Attractor subject

3.2.5 Results

In this section, we provide summaries of the coefficient posterior distributions. We
ran 4 chains with 2000 warm-up iterations and 2000 sampling iterations for our
models. Our results report the posterior probability of the effect of coefficient 5 being
smaller than 0 (P(8 < 0)). Given our data, model, and priors, we judge that we have
decisive evidence for our hypothesis if 95% credible interval does not include O or
posterior probability of a coefficient is close to 1, following Nicenboim & Vasishth
(2016). We treat the value of P(3 < 0) as the indicator of the degree of evidence,

rather than a binary significant/not-significant indicator.
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Filler Accuracy: Accuracy of our grammatical filler items were exceptionally low
(M =0.35, SE =0.01). On the other hand, the accuracy was quite high in
ungrammatical fillers (M = 0.92, SE = 0.01). We checked whether or not a group of
participants were responsible for this low accuracy in grammatical fillers. If that was
the case, we could exclude those participants. However, Figure 2 shows that the
problem was not related to our participant group instead related to our items. Most of

the participants were below 0.5, as clearly shown in the histogram.

20

Count

0.0 0.2 04 0.6 0.8
Proportion of Accuracy

Figure 2. The accuracy histogram of grammatical fillers in Experiment 1.

Response Accuracy: Figure 3 shows the average proportions of acceptable
responses as a function of sentence grammaticality, attractor number, and experiment.
Since we were specifically interested in whether or not there would be a difference in
acceptability due to a local ambiguity, we grouped the averages into two facets
according to the grammaticality of the sentence. By doing so, we have the categorical
experiment (presence of local ambiguity) in the x-axis, making comparison easier.
Additionally, the line type shows the attractor number.

With grammatical verbs, participants in both our experiment and Lago et al.’s
(2019) study showed similar patterns. Accuracy rates were nearly equal (M = 0.92

and 0.93, SE = 0.01 and 0.01, for singular and plural attractors respectively) both in
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Figure 3. The average percentage of acceptable responses according to the
experimental conditions in our Experiment 1 and Lago et al.’s (2019) study. Error
bars signal standard errors calculated following Morey (2008) and Cousineau (2005).

our experiment and in Lago et al.’s (2019) study (M =0.91 and 0.95, SE = 0.02 and
0.01, for singular and plural attractors, respectively).

When we focus on our experimental results, we see that participants gave
more acceptable responses in ungrammatical sentences with plural attractors (M =
0.22, SE = 0.01) compared to ungrammatical sentences with singular attractors (M =
0.11, SE = 0.01). The magnitude of the effect of plural attractor on ungrammatical

sentences (0.11) were comparable to the Lago et al.’s (2019) results (0.11).

Response Times: Figure 4 shows the average response times for correct responses
as a function of sentence grammaticality, attractor number, and experiment. We have
used the same layout as the one we used in 3.

Our results suggest an overall slowdown in plural attractor conditions. This
slowdown is evident in ungrammatical sentences. Participants gave faster responses
when sentences include a singular attractor (M = 997.02, SE = 23.11) compared to a

plural attractor (M = 1165.92, SE = 28.97).
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Figure 4. The average response times according to the experimental
conditions in our Experiment 1 and Lago et al.’s (2019) study. Error bars signal
standard errors calculated following Morey (2008) and Cousineau (2005).

Bayesian Models: In Figure 5, we see the posterior probabilities for our Bayesian
GLM model with a probit link. We used sentences from both our experiment and
Lago et al.’s (2019) experiment. The negative main effect of ungrammaticality

(B = —2.46;CI = [—3.39; —1.55]; P(6 < 0) > .999) indicated that participants
were able to detect ungrammaticality both in our and Lago et al.’s (2019) experiment.
Additionally, the positive interaction between the ungrammaticality and the plural
attractor (3 = 0.48; CT = [—0.41;1.36]; P(8 < 0) = .15) meant that participants, on
average, gave more yes responses in ungrammatical sentences when there is a plural
attractor. According to the posterior distribution of the coefficient trial no (B = 0.03;
CI =1-0.08;0.13]; P(5 < 0) = .29), we infer that the order participants saw the
experimental data did not affect the number of yes responses. Most importantly, a
lack of evidence for the three-way interaction between the ambiguity,
ungrammaticality, and the plural attractor B = —024:CI = [—1.96; 1.48];

P( < 0) = .60) suggested that the local ambiguity did not affect the grammaticality
illusion. In other words, the magnitude of a plural attractor’s effect in ungrammatical

sentences was not contingent on the local ambiguity.
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Figure 5. Estimates and 95% credible intervals for the probit regression
coefficients for the model of responses in Experiment 1 and Lago et al. (2019).

Figure 6 shows the estimates of a model based on only the ungrammatical
sentences from both studies. The lack of evidence presented in 5 is also supported in
this model. Our second model showed no evidence for an interaction between the
local ambiguity and the presence of a plural attractor B = —0.18;

CI =[-1.91;1.58]; P(8 < 0) = .59). Our second model also showed no main effect
for the order of trials presented (5 = —0.09; CI = [—0.21;0.03]; P(8 < 0) = .92)
and for the ambiguity (B =—001;CI = [—1.91;1.93]; P(6 < 0) = .50), meaning
that independent of the presence of plural attractor local ambiguity did not affected
the percentage of yes responses. Lastly, a slightly more evidence for the plural
attractor (8 = 0.37; CI = [—0.51;1.27]; P(8 < 0) = .21) were present in our second
model compared to the first model. We infer from this difference that the
ungrammatical sentences mainly drove the main effect of the plural attractor in the

first model.

3.3 Discussion
This chapter examined the alternative hypothesis that might explain the Turkish

agreement attraction findings with genitive-possessive constructions. We
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Figure 6. Estimates and 95% credible intervals for the probit regression
coefficients for the model of responses to ungrammatical sentences in our
experiment and Lago et al. (2019).

hypothesized that the local ambiguity due to the syncretism between the possessive
and the accusative case in Lago et al.’s (2019) items might be the main factor in their
findings. We argued that participants might posit two different parses when they
encounter ‘NP-GEN NP-i’ strings. They would associate the head ‘NP-i” with a
non-subject case in one possible parse. This, in turn, reduces the association between
the head ‘NP-i’ and the subjecthood. If that was the case and the previous findings
were due to the lingering association between the noun ‘NP-i’ and the objecthood,
then we expected not to find an agreement attraction effects in sentences where the
case on the head ‘NP-i’ is unambiguous.

Our results suggested that participants accepted ungrammatical sentences
with plural attractors more often than ungrammatical sentences with singular
attractors even when the subject head is disambiguated. This finding is comparable to
mainstream agreement attraction and Lago et al.’s (2019) findings.

Additionally, our initial Bayesian model showed no interaction between the
grammaticality illusion (the agreement attraction) and the local ambiguity. That is,
manipulating the presence of the local ambiguity did not change the acceptability
difference between the plural attractor-ungrammatical and the singular-attractor
ungrammatical conditions. Our second model, which only included ungrammatical
sentences, verified these findings: there was no interaction between the local

ambiguity and the attractor number. Our model results suggested that the agreement
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attraction was not contingent on the local ambiguity and the head NP’s reduced
association with the subjecthood due to lingering effects of alternative parses.

In light of our findings and Lago et al.’s (2019) findings, existing agreement
attraction findings cannot be explained via our hypothesis based on the inhibitory
effects of a possible parse where a subject head is parsed as a direct object.
Additionally, we can say that local ambiguities stemming from the marking on the
head noun do not give rise to additional grammaticality illusions. Unlike previous
findings on the role of case syncretism in agreement attraction (Slioussar, 2018), our
results suggested that participants did not utilize cues based on the form. This
difference was because the syncretism in Slioussar (2018) was introduced in the
attractor, whereas the syncretism in our study was related to the marking on the
subject head. It seemed that when the manipulation done on the syntactically more
prevalent elements, participants did utilize abstract linguistic cues. Thus, our results
point towards an attraction account where the syntactic difference between the head

and the attractor plays a significant role.
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CHAPTER 4
EXPERIMENT 2: AN INVESTIGATION OF SHALLOW PROCESSING

The previous chapter focused on the role of local ambiguity in agreement attraction
and investigated an alternative explanation for existing Turkish agreement attraction
effects: reduced subjecthood association. Our results showed that the local ambiguity
on the head noun does not seem to affect either the presence or the magnitude of the
grammaticality illusion.

This chapter aims to investigate yet another explanation for existing Turkish
agreement attraction effects: form-driven processing strategy. In the light of recent
findings in psychology and psycholinguistics, one can stipulate that participants do
not comprehend all details of lexical, semantic, or discourse-related information
(Christianson et al., 2001). Instead, they may have a rough understanding of the
sentence or use specific strategies to answer questions while having a limited
understanding of the sentence. This chapter investigate whether participants both in
our experiment and Lago et al.’s (2015) experiment were using additional strategies
that relies on the phonological form. We present two experiments in which we abuse

the homophony between the nominal and the verbal plural marking in Turkish.

4.1 Shallow Processing in Agreement Attraction

Having discussed an alternative hypothesis based on local ambiguity and reduced
subjecthood association, we focus on another alternative theory that stems from
Turkish’ unique feature. Unlike other languages that exhibited agreement attraction
effects, the Turkish verbal agreement marker and nominal plural marker share the
same form: -/Ar. Consider the example in (1) where both the attractor and the matrix

verb is plural.
(1) * Milyoner-ler-in terzi-si  tamamen gereksizce  kov-ul-du-lar.
millionaire-PL-GEN tailor-POSS completely without_reason fire-PASS-PST-3PL

‘The millionaires’ tailor were fired for no reason at all.’

If we assume that participants thoroughly analyze and understand the

sentence, both -IAr markings will be evaluated, and the features will be utilized to
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process the sentence. We expect (1) to be detected as an unacceptable sentence when
this thorough analysis is done. However, this is not the case, and all accounts
explaining agreement attraction effects resort to erroneous analyses of the sentence to
some degree. Thus, a general question like “Do participants always parse the
sentence to its full extent?” may arise, especially when the topic is speeded
acceptability judgment tasks where most of the sentences follow a template and are
very similar to each other. On some occasions, it is possible that participants may not
have sufficient information to fully parse the sentence due to the reasons like
environmental noise or experimental factors. Thus, another question, “How will they
answer grammaticality judgment questions when they do not have sufficient
information?” arises. One possible answer to this question is guessing. If they guess
the acceptability of a sentence with insufficient information, is this guessing always
an uninformed guess, or can there be degrees of guessing?

We argue that remembering the details of the noun that ‘-/Ar’ is concatenated,
only remembering that there was a suffix ‘-lar’ but not remembering its host, and not
remembering two initial DPs at all would create different types of guessing
procedures. While their guess would be completely uninformed if they do not
remember two initial DPs, they may have more nuanced guessing if they remember
the suffix ‘-[Ar’ but do not remember its exact host. One way to represent these
differences is by giving ‘yes’ and ‘no’ guesses different probabilities. Giving them
both a 50% probability to happen would mean that both of them are equally possible.
On the other hand, we believe that the ‘yes’ guess probability would increase if the
participants remembered a suffix ‘-/Ar’ instead of not remembering any detail
corcerning initial DPs.

On some other occasions, it is possible that participants do not check the
whole sentence for judgment but instead check specific positions or specific
dependencies only. They may not thoroughly analyze the entire sentence, and oversee
irrelevant (concerning the given sentence) elements, such as adjuncts. Participants

may create a strategy to answer the judgment questions as quickly and accurately as
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possible on those occasions. For example, suppose a speeded acceptability judgment
experiment only has acceptable sentences with inanimate subjects. In that case, one
can posit that participants will not process the whole sentence after a certain point;
and when they see an inanimate subject and they will deem the sentences
grammatical immediately.

The homophony we introduced in (1) creates a unique opportunity to test the
possibility of these aforementioned processes in agreement attraction: guessing via
shallow processing and task-related strategies, i.e., form-driven processing strategy.
We hypothesized that readers might engage in an shallow process in a similar fashion
described above. According to our hypothesis, readers have insufficient information
to judge the sentence reliably on some occasions. When such situation arises, readers
try to guess the acceptability of the sentence since they are in a forced choice

experiment. We argue that this guessing process has an underlying mechanism as
recolection
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Figure 7. Proposed multinomial processing tree of how people judge
sentences in an agreement attraction task

guess no no

|

Sometimes, they will not have any information concerning the sentence due to
an attentional lapse. On those occasions, they will simply select randomly either ‘yes’
or ‘no’ answers. In Figure 7, we specify giviny ‘yes’ responses in such states with g

possibility and ‘no’” with 1 — g possibility, given that 1 < g < 0.

76



On other occasions, in which the participants have some information
concerning the sentence, we argue that their answer will depend on whether or not
they remember the exact host of the nominal suffix ‘-/Ar.” We specify that with r
possibility they will remember the exact host of the suffix, given that 1 < r < 0.
When they remember the exact host, they will successfully parse the sentence and
give the correct answer ‘no’.

However, when they do not relocate the host of the suffix with 1 — r
possibility, they will rely on the guessing the answer to the grammaticality judgment
question. For simplicity reasons, we assume the same guessing parameter g. Even
though, we assume the same parameter, this guessing will be more informed. The
probability of giviny ‘yes’ responses in such cases is not simply g, but (1 —r) x g.

Via using a multinomial processing tree as in Figure 7, we explicitly state that
agreement attraction effects, in other words giving ‘yes’ responses to ungrammatical
target items with plural attractors, results from a shallow processing with form-driven

guessing elements.

4.2 Experiment 2A

Experiment 2A aims to control for form-driven processing strategies that the
participants may employ in the processing of Turkish number agreement. A
processing mechanism driven by the form itself, rather than the embedded linguistic
features, would predict the comparable agreement attraction effects even when the
attractor does not contain a possible nominal plural feature to create interference but
contains a form-identical morpheme. To this end, we utilized homophony between
nominal and verbal plural marking in Turkish. Instead of genitive marked nouns as
we did in Experiment 1, we used the verb of an object relative clause as an attractor
(2). We expect that under some conditions in which participants do not have
sufficient information to rate sentences (un)acceptable, they will decide on the
grammaticality of the sentence based on their memory of plural morpheme string,

regardless of the feature itself.
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(2) Tut-tuk-@/lar-(n)r  as¢t mutfak-ta siirekli zipla-di-@/lar.
hire-NMLZ-SG/PL-POSS cook kitchen-LOC non-stop jump-PST-SG/PL

‘The cook that they hiredsgpr. jumpedsgpr in the kitchen non-stop.’

4.2.1 Participants

Our participants (N = 80) were native Turkish speakers and Bogazii University
undergraduate students. In exchange for attending the experiment, they were given
extra credit in one of the pre-determined Linguistics courses. The average age of
participants was 21, ranging from 18 to 31. The principles of the Declaration of
Helsinki and the regulations concerning research ethics at Bogazi¢i University were
followed without any exception. Before the experiment, all participants were asked to
provide informed consent. During the experiment, any information regarding their

identities was not collected.

4.2.2 Materials

We have formed 40 sets of items. The grammaticality of the sentences (grammatical
x ungrammatical) and the number marking of the attractor (singular x plural) was
manipulated. Unlike Experiment 1, we used nominalized relative clause attractors
instead of nouns. We took advantage of homophony between Turkish nominal and
verbal plural markers. Both morphemes spell out as ‘-/Ar,” enabling us to check
whether an extremely shallow dependency parsing based on the forms of morphemes
rather than abstract features can explain agreement attraction in Turkish.

All experimental sentences followed the same template as the experiment one
except for the nature of the attractor: RC'(—PL) DP[NOM] Adjunct VP(—PL).
All sentences started with a complex subject DP like ‘the cook that they hired ...’
(tuttuklar: agcr), in which the verb of the relative clause functioned as the attractor.
Because the head noun was singular in all conditions, sentences with plural verb
agreement were ungrammatical. We have used the same verbs as Experiment 1 and
have not changed the verb types’ distribution. We also utilized the same or extremely

similar adverbials in length. We did not manipulate the number of the head noun and
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manipulated the number marking on the attractor. The relative clauses we used in this
experiment are all object relative clauses, and they are all marked with canonical
‘-dIK’ nominalizer. Since Turkish is a pro-drop language, we also dropped the
subject within the embedded clause, thus ending up with a one-word object relative
clause whose head is also the controller of the number agreement on the matrix verb.

One example set of experimental items can be seen in 3.

(3) a. * PLURAL ATTRACTOR, UNGRAMMATICAL (PLURAL VERB)
[Tut-tuk-lar-1  ascr] mutfak-ta siirekli zipla-di-lar.
hire-NMLZ-PL-POSS cook kitchen-LOC non-stop jump-PST-PL

‘The cook that they hired;, jumped,, in the kitchen non-stop.’

b. PLURAL ATTRACTOR, GRAMMATICAL (SINGULAR VERB)

[Tut-tuk-lar-1  as¢1] mutfak-ta siirekli zipla-d.
hire-NMLZ-PL-POSS cook kitchen-LOC non-stop jump-PST

‘The cook that they hired;, jumpedsg in the kitchen non-stop.’

c. ¥ SINGULAR ATTRACTOR, UNGRAMMATICAL (PLURAL VERB)
[Tut-tug-u  ascr] mutfak-ta siirekli zipla-di-lar.
hire-NMLZ-POSS cook kitchen-LOC non-stop jump-PST-PL

‘The cook that they hiredss jumpeds, in the kitchen non-stop.’

d. SINGULAR ATTRACTOR GRAMMATICAL (SINGULAR VERB)
[Tut-tug-u  agcr] mutfak-ta siirekli zipla-di.
hire-NMLZ-POSS cook kitchen-LOC non-stop jump-PST

‘The cook that they hireds; jumpedss in the kitchen non-stop.’

We have modified our filler sentences. In our filler items for Experiment 2, we
ensured that every sentence starts with an object relative clause. We used
plural-marked RCs with grammatical verbs and singular RCs with ungrammatical
verbs. In all of our filler sentences, the dependency between the first DP subject and
its verb is resolved in an embedded sentence which fuctions as an adverbial.
Grammatical filler items in Experiment 2 all had a template of
RC — (PL) DP[NOM] Adverb Converb Noun Adverb Verb— (PL), whereas
ungrammatical filler items used a template of
RC — (SG) DP[NOM] Adverb Converb Noun Adverb Verb— (SG)

Similar to Experiment 1, half of our fillers were with an overt plural marking
on a grammatical verb while the other half were without an overt plural marking on

an ungrammatical verb. We wanted to avoid a possible strategy where participants
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use plural ending as a direct indication of ungrammaticality. We used Turkish pro-
drop characteristics, which enable participants to form a dependency between the

matrix verb and the null subject. Example filler sentences can be seen in 4

(4) a. GRAMMATICAL FILLER (PLURAL VERB)

Oku-t-tuk-lar-1 ogrenci basarilt ol-unca mutlu ol-du-lar.
read-CAUS-NMLZ-PL-POSS student successful be-NMLZ happy be-PST-PL

‘When the student they sponsored become successful, they became happy.’

b. * UNGRAMMATICAL FILLER (SINGULAR VERB)

Kandir-dig-1  adam ode-me-yince bulasik saatlerce yika-d.
trick-NMLZ-POSS man  pay-NEG-NMLZ dish for.hours clean-PST

Intended: “When the man he tricked did not pay, he cleaned dishes for hours.’

4.2.3 Procedure

Experiment 2A was carried out in the same manner as Experiment 1.

4.2.4 Analysis

In our analysis, we used the items from Experiment 1 and Experiment 2. This
decision was made to answer our hypothesis about whether participants use the form
of the plural suffix rather than the linguistic features. A presence of interaction
between the attractor type (nominal vs. verbal) and the agreement attraction effect
would indicate that people use the linguistic features rather than the form of the plural
suffix. We also fitted an additional model where we only used Experiment 2 data to
check the interaction between the presence of a plural RC attractor and the
grammaticality.

Similar to Experiment 1, we removed the data for all participants who did not
exceed the threshold of 0.25 percentage points in ‘yes’ responses between the
grammatical condition and the ungrammatical condition with singular attractors. We
also excluded data based on participants’ response times in the same manner as
Experiment 1. As a result, we excluded 5.39% of trials from the Experiment 2A, and
11.06% of trials from Experiment 1.

We analyzed ‘yes’ responses with two Bayesian Generalized Linear Models

(GLMs). We assumed that responses were distributed following a Bernoulli
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distribution with a probit link function. We used the R packages brms (Biirkner,
2017, 2018) and rstan (Stan Development Team, 2019) to fit Bayesian hierarchical
models (e.g., Gelman & Hill, 2007; Nicenboim & Vasishth, 2016). We analyzed only
experimental sentences without including the missing data in the formula and used
three categorical predictors and their interactions. We used (1) grammaticality of the
sentence, (ii) attractor number, and (iii) category of the attractor, as well as their
interactions as predictors. Moreover, we used by-participant and by-item intercepts
and slopes for all predictors. All factors were sum-coded. We used 0.5 for the
following levels: (1) ungrammaticality, (ii) plural attractor, and (ii1) genitive-marked
nominal modifier.

We have used the same priors that were specified in the analysis of

Experiment 1.

4.2.5 Results

In this section, we provide summaries of the coefficient posterior distributions. We
ran 4 chains with 2000 warm-up iterations and 2000 sampling iterations for our
models. Our results report the posterior probability of the effect of coefficient S being
smaller than 0 (P(8 < 0)). Given our data, model, and priors, we judge that we have
decisive evidence for our hypothesis if 95% credible interval does not include O or
posterior probability of a coefficient is close to 1, following Nicenboim & Vasishth
(2016). We treat the value of P(3 < 0) as the indicator of the degree of evidence,

rather than a binary significant/not-significant indicator.

Filler Accuracy: Both grammatical and ungrammatical fillers’ accuracy were fairly
high (M =0.94 and 0.92, SE = 0.01 and 0.01 for grammatical and ungrammatical
fillers). It suggests that participants could differentiate grammatical and

ungrammatical sentences from each other.

Response Accuracy: Figure 8 shows the average proportions of ‘acceptable’

responses by experimental conditions for Experiment 2A, Experiment 1, and Lago
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et al.’s (2019) study. We divided the results into two facets: grammatical and
ungrammatical sentences. We have the attractor type (i.e., experiments) on the x-axis.

Finally, the attractor number is represented with the line type.

Grammatical Ungrammatical
(Singular Verb) (Plural Verb)
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Figure 8. The average percentage of acceptable responses according to the
experimental conditions in our Experiment 1, Experiment 2A, and Lago et al.’s
(2019) study. Error bars signal standard errors calculated following Morey (2008)
and Cousineau (2005).

We see that our results were comparable with previous findings of Turkish
agreement attractions. Even though it is unusual that grammatical sentences with
singular attractors (M = 0.92, SE = 0.01) compared to grammatical sentences with
plural attractors (M = 0.95, SE = 0.01), given the standard errors, the difference
between these two conditions do not seem to be significant.

As for ungrammatical sentences, the mainstream agreement attraction effect,
i.e., the effect of plural attractor on the acceptability of ungrammatical sentences was
not present in Experiment 2. In Experiment 2, the ungrammatical sentences with
plural attractors are rated as acceptable (M = 0.05, SE = 0.01) as their counterparts
with singular attractors (M = 0.06, SE = 0.01). The lack of effect (0.01%) compared
to the magnitude of the effect in Experiment 1 (0.11%) and Lago et al.’s (2019) study
(0.11%) indicates that the verbal plural morpheme does not trigger an illusionary

agreement.
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Response Times: Figure 9 shows the average response times for correct responses
by experimental conditions for our Experiment 2, Experiment 1, and Lago et al.’s
(2019) study. We have used the same layout as the one we used in Figure 8. However,
this time we located Experiment 2 in the middle so that its relation to both our

Experiment 1 and Lago et al.’s (2019) study can be observed easily.

Grammatical Ungrammatical
(Singular Verb) (Plural Verb)
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Exp. 1 Exp.2 Lagoetal.(2019) Exp. 1 Exp.2 Lagoetal.(2019)
Response Bias

Attractor Number —— Plural ---- Singular

Figure 9. The average response times according to the experimental
conditions in our Experiment 1, Experiment 2A, and Lago et al.’s (2019) study. Error
bars signal standard errors calculated following Morey (2008) and Cousineau (2005).

Response Times in our Experiment 2 do neither align with our Experiment
1 nor with Lago et al.’s (2019) study fully. In the grammatical sentence, response
times are comparable to our Experiment 1; however, the relation between the singular
and plural attractor conditions is again reversed. Overall, participants took more time
answering acceptability judgment questions to grammatical sentences with singular
attractor (M = 915.28, SE = 26.32) compared to their plural attractor counterpart (M
=867.91, SE = 23.43). This difference does not seem to be substantial.

Within ungrammatical conditions, the picture is distinctively different from
our findings in Experiment 1. There is no slowdown due to the presence of a plural
attractor. Grammaticality judgment questions in both singular and plural attractor
conditions were answered in a similar time (M = 862.31 and 847.23, SE = 22.82 and

20.87 for singular and plural attractor conditions, respectively).
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Bayesian Models: In Figure 10, we present the coefficient posterior summaries
extracted from our Bayesian GLM fitted to the data from Experiment 1 and
Experiment 2A. The negative main effect of ungrammaticality (3 = —3.36;

CI = [-3.59; —3.15]; P(5 < 0) > .999) suggests that participants gave detected the
ungrammaticality easily. The positive main effect of the genitive-marked nominal
modifier (3 = 0.36; CI = [0.15;0.56]; P(3 < 0) < .001) suggest that participants
overall have more difficulty in correctly judging ungrammatical sentences in the
presence of a nominal attractor compared to a verbal one. The positive interaction
between the genitive-marked nominal attractor and the ungrammaticality (3 = 0.66;
CI = [0.27;1.06]; P(8 < 0) < .001) showed that participants made more errors in
ungrammatical sentences when the nominal attractor is present instead of a verbal
attractor independent of the presence of a plural attractor. More importantly, the
positive three-way interaction (3 = 1.01; C1 = [0.58:1.45]; P(3 < 0) < .001)
implies that the effect of nominal modifiers was even more amplified when they judge
ungrammatical sentences with plural attractors compared to their counterparts with

singular attractors.

P(p<0)
Ungrammaticality —— > .999]
Plural Attactor - [ .04
Ungrammaticality * Plural Attractor —— [ 43]
Genitive Modifier — [<.001]
Trial No (log) - [ .40]
Genitive Modifier * Ungrammaticality —— [<.001]
Genitive Modifier * Plural Attractor —— [ 13
N Genitive Modifier * Attraction . < oo1]
(Genitive Modifier * Ungram. * PI. Attractor)
-4 -3 - -1 0 2

2 1
Estimate (probit)

Figure 10. Estimates and 95% credible intervals for the probit regression
coefficients for the model of responses in our Experiment 1 and Experiment 2A.
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We also fit an additional model to see the effect of verbal attractors in Turkish
agreement attraction. Figure 11 shows the estimates of our model fitted only to the
data from Experiment 2. While Figure 10 indicates the greater magnitude of
agreement attraction effects with genitive attractors, it does not clearly show whether
or not there exists a grammaticality illusion with verbal attractors. The negative
interaction between grammaticality and plural attractor (B = —0.45;

CI = [-0.89; —0.04]; P(8 < 0) = .98) shows that the presence of a plural marked
verbal element in the vicinity of the head noun made participants give yes responses
less often as opposed to having a singular marked verbal element. This interaction
can also be interpreted as an amplified number of yes responses in grammatical

sentences with plural attractors.

P(B<0)
Ungrammaticality = —e— [>.999]

Plural Attactor —— [ .21]

Trial No (log) —— [ .61]

Ungrammaticality * Plural Attractor —— [ .98]

-4 -3 -2 -1 0 1
Estimate (probit)

Figure 11. Estimates and 95% credible intervals for the probit regression
coefficients for the model of responses in our Experiment 2A only.

4.2.6 Discussion

Experiment 2A examined an alternative hypothesis for Turkish agreement attraction
facts. We hypothesized that participants might have formed a form-driven processing
strategy and employed a shallow processing in the previous experiments. Assuming
that most of the ‘yes’ responses in ungrammatical conditions come from guesses,
either completely random guesses or slightly informed ones, we argued that
participants might solely rely on the foggy memory of a plural-marking in the

sentence. On some occasions, where they misremembered the host of the
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plural-marking, they might erroneously judge sentences grammatical even though the
head was singular.

Results of our speeded acceptability judgment experiment showed that verbs
of reduced object relative clauses were not appropriate attractors and there was no
attraction effects with verbal attractors. However, number agreement attractions were
observed in our previous experiment when the attractors were nominal. Even though
the surface morphological form was identical for both verbal and nominal plural
morphemes, the contributions of these two ‘-IAr’ morphemes to attraction effects
differed. This finding contradicted our hypothesized form-driven processing strategy
and supported an account of agreement attraction based on abstract linguistic
features, rather than mere forms.

However, one possible explanation for Experiment 2 results is that
participants never considered ‘-IAr’ morpheme to be hosted by a controller. They
neither had any item that contained a plural head noun nor any experimental
condition which would induce an erroneous agreement. Given that nominal attractors
embedded more deeply in relative clauses than prepositional phrases cause less
agreement attraction effects, a visible effect of an embedded verbal attractor in our
experiment would be highly improbable. We believe that a limited number of
grammatical filler items where the initial RC was marked with a plural agreement
was not enough to lead participants to correlate the suffix ‘-/Ar’ and the
grammaticality potentially.

Given these reasons, we pooled experimental conditions from Experiment 1
and 2A and conducted another study with eight conditions (Grammaticality x
Attractor Number x Attractor Type). We already observed that in two different
populations (Lago et al. (2019) and Experiment 1), genitive-marked attractors cause
agreement attraction and erroneous subject-verb agreement. In the light of previous
findings that suggest participants misinterpret the sentence and compute the attractors
as the head noun (Patson & Husband, 2016), we hypothesized that participants would

misinterpret some of the ungrammatical sentences with genitive-marked attractors,
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and thus create form-based strategies more easily after seeing a certain number of

ungrammatical conditions with plural-marked genitive modifiers.

4.3 Experiment 2B

The aim of Experiment 2B is to again check for form-driven processing strategies but
in a possibly more enabling experimental context. We believe that the presence of
experimental conditions that possibly provide the necessary grammaticality illusion
for participants to form a response strategy would give rise to mainstream attraction
effects in relevant conditions with the embedded verbal attractor. Experiment 2B also
provided a direct comparison in a single population between the nominal and

embedded verbal attractor, which was also lacking in Experiment 2A.

4.3.1 Participants

Our participants (N = 95) were native Turkish speakers and Bogazii University
undergraduate students. In exchange for attending the experiment, they were given
extra credit in one of the pre-determined Linguistics courses. The average age of
participants was 21, ranging from 18 to 30. The principles of the Declaration of
Helsinki and the regulations concerning research ethics at Bogazici University were
followed without any exception. Before the experiment, all participants were asked to
provide informed consent. During the experiment, any information regarding their

identities was not collected.

4.3.2 Materials

In Experiment 2B, we have used 40 sets of experimental sentences where we
manipulated the number of the attractor, the number agreement of the main verb, and
the type of the attractor. We combined experimental items from Experiment 1 and
2A. We made sure that all eight conditions were minimally different. However, some
of the items from Experiment 1 did not have the same head noun-matrix verb pair

with those from Experiment 2A. For this reason, we modified some of the
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Experiment 1 sentences minimally. One item set is given below in (5), where the
subject phrase is marked with square brackets, and the dependency between the

subject head and the matrix verb is signaled using bold-face.

(5) a.* PLURAL VERBAL ATTRACTOR, UNGRAMMATICAL (PLURAL VERB)
[Tut-tuk-lar-1  as¢r] mutfak-ta siirekli zipla-di-lar.
hire-NMLZ-PL-POSS cook kitchen-LOC non-stop jump-PST-PL

“The cook that they hired;, jumped,, in the kitchen non-stop.’

b. PLURAL VERBAL ATTRACTOR, GRAMMATICAL (SINGULAR VERB)

[Tut-tuk-lar-1  as¢1] mutfak-ta siirekli zipla-d.
hire-NMLZ-PL-POSS cook kitchen-LOC non-stop jump-PST

‘The cook that they hired;, jumpedsg in the kitchen non-stop.’

c. * SINGULAR VERBAL ATTRACTOR, UNGRAMMATICAL (PLURAL VERB)
[Tut-tug-u  ascr] mutfak-ta siirekli zipla-di-lar.
hire-NMLZ-POSS cook kitchen-LOC non-stop jump-PST-PL
“The cook that they hireds; jumped,; in the kitchen non-stop.’

d. SINGULAR VERBAL ATTRACTOR GRAMMATICAL (SINGULAR VERB)
[Tut-tug-u  ager] mutfak-ta siirekli zipla-di.
hire-NMLZ-POSS cook kitchen-LOC non-stop jump-PST
‘The cook that they hiredss jumpeds in the kitchen non-stop.’

e. * PLURAL NOMINAL ATTRACTOR, UNGRAMMATICAL (PLURAL VERB)
[Yonetici-ler-in as¢i-st] mutfak-ta siirekli zipl-di-lar.
manager-PL-GEN  cook-POSS kitchen-LOC non-stop jump-PST-PL

“The millionaries’ cook jumpedy, in the kitchen non-stop.’
f. PLURAL NOMINAL ATTRACTOR, GRAMMATICAL (SINGULAR VERB)

[Yonetici-ler-in agci-s1] mutfak-ta siirekli zipl-di.
manager-PL-GEN - cook-POSS kitchen-LOC non-stop jump-PST

‘The millionaries’ cook jumpeds in the kitchen non-stop.’

g. * SINGULAR NOMINAL ATTRACTOR, UNGRAMMATICAL (PLURAL VERB)
[Yonetici-nin asci-st] mutfak-ta siirekli zipl-di-lar.
manager-GEN  cook-POSS kitchen-LOC non-stop jump-PST-PL

“The millionarie’s cook jumped,, in the kitchen non-stop.’

h. SINGULAR NOMINAL ATTRACTOR GRAMMATICAL (SINGULAR VERB)
[Yonetici-nin agci-s1] mutfak-ta siirekli zipl-di.
manager-GEN  cook-POSS kitchen-LOC non-stop jump-PST

‘The millionarie’s cook jumpeds; in the kitchen non-stop.’

In addition to 40 experimental items, we also included 40 filler items, half of
which are ungrammatical. We used the same filler items from Experiment 2A and did

not modify any part of the fillers.
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4.3.3 Procedure

Experiment 2B was carried out in the same manner as Experiment 1 and 2A.

4.3.4 Analysis

Since our main question was that participants used a response strategy based on
form-matching and our Experiment 2B included both verbal and nominal attractors,
we used only the experimental items from Experiment 2B.

Similar to Experiment 1 and 2B, we removed all participants who did not
exceed the threshold of 0.25 percentage points in ‘yes’ tesponses between the
grammatical condition and the ungrammatical condition with singular attractors. We
also excluded trials where participants either gave too fast (R7" < 200 ms) or too
slow (RT" > 4999 ms) responses. As a result, we excluded 2.34% of trials from
Experiment 2B.

We fitted 2 Bayesian GLM to the ‘yes’ responses from our Experiment 2B.
While our first model included all experimental conditions, the second one only had
verbal attractor conditions. We assumed that responses were distributed following a
Bernoulli distribution with a probit link function. We used the R packages brms
(Biirkner, 2017, 2018) and rstan (Stan Development Team, 2019) to fit Bayesian
hierarchical models (e.g., Gelman & Hill, 2007; Nicenboim & Vasishth, 2016). We
analyzed only experimental sentences without including the missing data in the
formula and used three categorical predictors and their interactions. We used (i)
grammaticality of the sentence, (ii) attractor number, and (iii) the attractor type, as
well as their interactions as predictors. Moreover, we used by-participant and by-item
intercepts and slopes for all predictors. All factors were sum-coded. We used 0.5 for
the following levels: (i) ungrammaticality, (ii) plural attractor, and (iii)
genitive-marked nominal modifier. We also included a log-transformed trial. We also

used the same priors as we used in previous Bayesian GLMs.
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4.3.5 Results

In this section, we provide summaries of the coefficient posterior distributions. We
ran 4 chains with 2000 warm-up iterations and 2000 sampling iterations for our
models. Our results report the posterior probability of the effect of coefficient 3 being
smaller than O (P(8 < 0)). Given our data, model, and priors, we judge that we have
decisive evidence for our hypothesis if 95% credible interval does not include 0 or
posterior probability of a coefficient is close to 1, following Nicenboim & Vasishth
(2016). We treat the value of P(8 < 0) as the indicator of the degree of evidence,

rather than a binary significant/not-significant indicator.

Filler Accuracy: Both grammatical and ungrammatical fillers’ accuracy were high
(M =0.95 and 0.94, SE = 0.01 and 0.01 for grammatical and ungrammatical fillers).
We believe that our filler items served their purpose, and participants paid attention to

the experiment.

Response Accuracy: Figure 12 shows the average proportions of ‘acceptable’
responses for each experimental condition in Experiment 2B. We divided the results
into two facets: grammatical and ungrammatical sentences. We have the attractor
type (Genitive modifiers vs. Relative Clause modifiers as attractors) on the x-axis.
Finally, the attractor number is represented with the line type.

In grammatical sentences, the overall acceptability was lower in genitive
modifier conditions (ME = 0.87 and 0.9, SE = 0.02 and 0.02, for singular and plural
attractors, respectively) compared to RC modifier conditions (ME = 0.94 and 0.94,
SE =0.01 and 0.01, for singular and plural attractors, respectively).

In ungrammatical sentences, the plurality of the attractor did not change the
overall attractor within RC modifier conditions (ME = 0.05 and 0.05, SE = 0.01 and
0.01, for singular and plural attractors, respectively). On the other hand, the attractor
number mattered when the modifier was a genitive-marked nominal. Participants
accepted ungrammatical sentences with a plural genitive-marked nominal attractor

(ME = 0.12, SE = 0.02) more often compared to the ones with a singular attractor
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Figure 12. The average percentage of acceptable responses according to the
experimental conditions in our Experiment 2B. Error bars signal standard errors
calculated following Morey (2008) and Cousineau (2005).

(ME = 0.05, SE =0.01). Even though this effect size (0.07) diminished compared to
our previous agreement attraction findings (0.11), they were still comparable. This
decrease in acceptability can be seen in Figure 13. The layout in Figure 13 is the
same as the previous figures. Differently from the rest, the x-axis represents the

attractor type and the experiment.

Grammatical Ungrammatical
(Singular Verb) (Plural Verb)
© 960% 25.0%
C_‘_.‘é .
g 20.0%
S 920%
E 15.0%
)
& 88.0% 10.0%
=
)
g 84.0% >0%
Q—t A (4
Expl Exp2B Exp2B Expl Exp2B Exp2B
(Gen.) Gen. RC (Gen.) Gen. RC
Attractor Type
Attractor Number —— Plural ---- Singular

Figure 13. The average percentage of acceptable responses according to the
experimental conditions in our Experiment 1 and Experiment 2B. Error bars signal
standard errors calculated following Morey (2008) and Cousineau (2005).
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Response Times: Figure 14 shows average response times for correct responses in

Experiment 2B. We have used the same layout as in Figure 12.
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Figure 14. The average response times according to the experimental
conditions in our Experiment 2B. Error bars signal standard errors calculated
following Morey (2008) and Cousineau (2005).

Participants in our Experiment 2B responded faster to grammatical sentences
with plural-marked attractors (M = 1034.45 and 962.22, SE = 41.88 and 35.55 for
genitive and RC modifiers, respectively) compared to the ones with singular ones (M
=1065.04 and 1051.99, SE = 37.92 and 38.48 for genitive and RC modifiers,
respectively).

As for ungrammatical conditions, participants gave correct responses slower
with plural genitive modifier (M = 1116.92, SE = 43.09) than the singular genitive
modifier (M =962.85, SE = 30.56). However, this difference in RT was not present in
RC modifier conditions (M = 954.04 and 966.21, SE = 33.28 and 35.69 for singular

and plural RCs, respectively).

Bayesian Models: In Figure 15, we present the coefficient posterior summaries
from our Bayesian GLM fitted to experimental sentences from Experiment 2B. The
negative main effect of ungrammaticality (B =-3.33,CI = [—3.61; —3.06]; P(f <

0) > .999) was also present in this Bayesian GLM as well. Participants were able to
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differentiate between the grammatical and ungrammatical items within experimental
items. Our posterior summaries showed a positive effect of the trial number (B =
0.13; C1 = [0.01;0.25]; P(# < 0) = .01), meaning that as participants see more
experimental items, they gave more yes responses, on average. This effect suggested
that participants might change how they answered questions as they proceeded in
the experiment. The positive three-way interaction between the type of the attractor,
ungrammaticality, and the plurality of the attractor (B3 = 0.73;CI = [0.22;1.25];
P( < 0) = .003) implied that the mainstream attraction effect (Ungrammaticality
* Plural Attractor interaction) was amplified when the attractor is a genitive-marked

nominal modifier.

B(B<0)
Ungrammaticality —— > .999]
Plural Attactor —— [ .27]
Ungrammaticality * Plural Attractor —— [ .03
Genitive Attractor - [ .70]
Trial No (log) - [ .01
Gen. Attractor * Ungrammaticality — [<.001]
Gen. Attractor * Plural Attractor —— [ 14

Gen. Attractor * Attraction
Ungrammaticality * Plural Attractor

—_—— [ .003]

-4 -3 -2 -1 0 1 2
Estimate (probit)

Figure 15. Estimates and 95% credible intervals for the probit regression
coefficients for the model of responses in our Experiment 2B

However, this three-way interaction did not prove that people exhibited
agreement attraction effects with verbal modifiers. Figure 16 shows coefficient
posteriors for our second Bayesian GLM, fitted only the experimental items with
verbal modifiers. We see that there was an evidence for neither an effect of plural
attractor (3 = —0.06; CI = [—0.35;0.24]; P(6 < 0) = .65) nor an interaction
between the ungrammaticality and the plural attractor (B = —0.05;

C1I = [—0.60;0.51]; P(8 < 0) = .57).
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P(B<0)

Ungrammaticality — [>.999]
Plural Attactor —— [ .65]
Ungrammaticality * Plural Attractor —_— [ .57]
Trial No (log) —— [ .009]
-5 -4 -3 ) -1 0 1

Estimate (probit)

Figure 16. Estimates and 95% credible intervals for the probit regression
coefficients for the model of responses to RC conditions in our Experiment 2B.

4.3.6 Discussion

In Experiment 2B, we re-examined our hypothesis, according to which participants
may form a response strategy using a form-matching mechanism. Even though our
previous study, Experiment 2A, showed no evidence for such a strategy, we wanted to
verify these findings with a new experiment. One possibility is that since there was
no agreement controller with plural marking in Experiment 2A, participants might
have never considered the form-matching response strategy. We included additional
conditions, with genitive-marked modifiers which might lead participants to
erroneously deem plural attractor DPs as agreement controllers and consider that the
suffix ‘-IAr’ can be hosted by the head noun as well.

Our results showed that participants made significantly fewer errors in
ungrammatical sentences when the attractor was verbal compared to nominal
attractors. We successfully replicated our findings in Experiment 2A. Even though we
included new genitive-modifier conditions to trigger agreement attraction effects in
verbal attractors, it did not affect our participants. Together with Experiment 2A,
Experiment 2B findings verified that our hypothesized decision-making process

would not explain the patterns in Turkish agreement attraction effects.

4.4 Take-away from Experiments 2A and 2B
This chapter investigated another alternative hypothesis that might explain Turkish

agreement attraction facts. We hypothesized that when participants did not have
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sufficient information to judge sentences’ acceptability, they might use other
heuristics such as form-matching strategies. Given that participants do not always
process the sentences fully and utilize shallow processing methods, agreement
attraction effects might be residual of a guessing mechanism. While some ‘yes’
responses come from truly random guesses due to not having any memory regarding
the subject-verb dependency, some ‘yes’ responses come from educated guesses
where participants have some sort of information that they can use. In our case, the
additional information was the recollecting the presence of the plural suffix ‘-IAr.
We argued that when people read sentences, sometimes they will remember and
analyze the whole sentence. On the other hand, they will sometimes have a
recollection uncertainty and misremember the host which the suffix ‘-IAr’ is
concatenated. On those occasions, they will use a response strategy where they try to
match two homophonous suffixes to answer grammaticality judgment questions.

Our MPT model differentiates these informed guesses from random guessing
by either adjusting the relative probabilities of guessing ‘yes’ (¢g) and ‘no’ (1 — g) or
providing an additional probabilistic state before guessing. The product of this new
state’s probability and the standard guessing ‘yes’ probability will be our way of
formalizing the informed guesses ((1. — r) X ¢). We conducted a speeded
acceptability judgment experiment to test our hypothesis that participants with
relocation uncertainty may utilize form-related response strategies. We investigated
whether or not agreement-wise unrelated morphemes can trigger agreement attraction
effects. We argued that if people utilize this form-driven processing strategy, they
may give more ‘yes’ responses even when there are verbal plural attractors in the
vicinity compared to no plural attractor in the vicinity. We were able to test this
hypothesis using Turkish since both verbal and nominal plurality is shown via the
same morpheme: ‘-/Ar.

Our results from two experiments, where we used verbs of a reduced object
relative clauses as an attractor, showed that the usual effect of the plural attractor in

ungrammatical sentences did not arise when the attractor is a verbal element. We
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expected that if participants were using our hypothesized response strategy, they
would accept ungrammatical sentences with a plural attractor independent of the type
of the attractor. However, this was not the case. Our findings contradicted our
hypothesis and implied that participants used abstract linguistic features rather than
form-related cues. Given our results, it was evident that the type of the attractor and
the nature of the plural morpheme mattered in processing subject-verb dependencies.

Moreover, our results from Experiment 2B showed a slight decrease in the
overall percentage of ‘yes’ responses in ungrammatical sentences with a nominal
attractor. A possible explanation for this decrease might be the presence of verbal
attractors. Their presence might have affected participants’ sensitivity and made them
more conservative in giving ‘yes’ responses. The decrease in grammatical sentences
supports this hypothesis. However, our experimental design and results are not
equipped to answer this question. Thus, all we can say is that we have minimal
evidence for such a speculation.

Lastly, we must note that our experiment designs were not without problems.
Even though we compare the contributions of verbal and nominal attractors, they are
not on par syntactically. We provide syntactic structures in (6b) and (6a). To visualize
syntactic differences between the structures, we mark the nodes between the root
node and the node attractor is immediately dominated. The verbal attractor is
embedded in a relative clause, consisting of DP, nP, TP, vP, and VP (Aygen, 2002).
This relative clause is the modifier of the DP. On the other hand, the genitive-marked
nominal modifier is the specifier of the determiner phrase, and it is immediately
dominated by the root node Oztiirk & Taylan (2016). It is clear that the syntactic
distance between the root and the attractor nodes is more considerable with the verbal

attractor.

(6) a. OBJECT RELATIVE CLAUSE
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One reason for the failure of triggering grammaticality illusion in Experiment
2B might be the syntactic distance discrepancy between the conditions. Previous
studies have shown that syntactic distance between the head and the modifier affects
the magnitude of the attraction. The more embedded attractors resulted in smaller
effects of plural attractors in ungrammatical sentences. A better experimental design
for comparing between a nominal and a verbal attractor would include
objects/subjects of an embedded RC instead of a genitive-marked nominal modifier

that is not embedded under CP and TP. Even though there are multiple studies that
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shown clause-external attractors or attractors in embedded sentences induce

agreement attraction, Turkish has not been tested yet.
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CHAPTER 5
EXPERIMENT 3: AN INVESTIGATION OF RESPONSE BIAS

The previous chapters focused on the role of local ambiguity and response strategies
and investigated possible explanations for existing Turkish agreement attraction
effects. In these chapters, we have found that the effect of a plural attractor in
ungrammatical sentences were not due to a local ambiguity stemming from a case
syncretism or a possible form-matching response strategy. Even though both
phenomenon have been important aspects of the psycholinguistics literature, it seems
that they do not play a role in Turkish agreement attraction given our data and
analysis.

Another influential topic in psycholinguistics is the response bias. This
chapter aims to investigate the response bias effects in Turkish agreement attraction
and try to replicate the results of Hammerly et al. (2019). In addition to our
replication, we propose a different calculation of response bias using only fillers,

unlike Hammerly et al. (2019) who used experimental items.

5.1 Grammaticality Asymmetry

One crucial characteristic of agreement attraction effects that is still under discussion
is the grammaticality asymmetry (Acuiia-Farina et al., 2014; Hammerly et al., 2019;
Lago et al., 2021). Consider (1a) and (1b), which are minimally different: (1a)
contains a singular verb, thus grammatical, whereas the verb in (1b) is plural, thus

ungrammatical.

(1) a. The key to the cabinets is rusty.
b. * The key to the cabinets are rusty.

If agreement attraction were mainly driven by erroneous encoding of the
subject, we would expect comparable effects of plural attractor in both grammatical
(1a) and ungrammatical sentences (1b). However, this is not the case: Studies have
found that while there is an effect of plural attractor in ungrammatical sentences, the

same effect is not found in grammatical sentences (Wagers et al., 2009; Lago et al.,
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2015, 2019; Jager et al., 2020, among others). That is, we do not see an
ungrammaticality illusion in grammatical sentences that contain a plural attractor.
Participants do not accept grammatical sentences with plural attractor less often
compared to their singular attractor counterpart. Moreover, there seems to be no
substantial RT difference between singular and plural attractor conditions in
grammatical sentences.

These findings pointed towards an understanding of agreement attraction in
which the attraction is a result of a retrieval process triggered by the verb and is not
due to the erroneous representation of the subject head. Because of this, these
accounts assume that dependencies are satisfied via matching cues (CASE and
NUMBER) of the verb with features of the DP. Thus, they predict that participants
successfully retrieve the subject in grammatical sentences since the retrieval process
is not hindered due to any mismatching cue-feature pair.

However, when the verb and the subject head have different number marking,
meaning that the sentence is ungrammatical, all cues provided by the verb (CASE and
NUMBER) cannot fully match the features of the subject DP, only the case feature is
satisfied. However, participants may entertain other DPs that partially match the
provided cues (NUMBER but not CASE). In these cases, these DPs may interfere with
the subject-verb dependency and be erroneously retrieved by the verb as an
agreement controller. These erroneous retrievals, often referred as attraction effects,
only occurs in ungramatical sentences.

Recently, a study by Hammerly et al. (2019) has shown that the
grammaticality asymmetry may not be due to the intricacies of memory retrieval and
the processing of the agreement attraction. Instead, they argue that it is a result of
participants’ inclination to give ‘yes’ responses more often.

Following the Drift-Diffusion Model introduced by Ratcliff (1978), they
argued that participants’ default state is biased towards deciding that sentence is
grammatical, rather than a neutral state in which participants judge every sentence

without any prior expectation. According to their analysis, this bias towards
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grammaticality is the driving force behind the lack of attraction effects in
grammatical sentences. Through instructions and the proportion of ungrammatical
sentences, they manipulated the overall response bias of the participants. They found
that participants made substantially more errors in grammatical sentences with plural
attractor when their response bias towards grammatical responses was reduced. Their
findings challenged the notion of grammaticality asymmetry and provided evidence
for theories that do not explain agreement attraction effects through retrieval

mechanisms.

5.2 Response Bias and Agreement Attraction

Imagine a selection committee that needs to decide whether or not to recruit people
based on prospective employees’ backgrounds. Even though all information provided
is the same, committee members’ decisions are different. Certain members decide on
recruiting people most of the time. The reason why they mostly choose to recruit
people may be due to several reasons. One possibility may be the fact that those
members have an overall tendency to accept people rather than reject when there is
no clear answer to give or in situations where they are uncertain. This phenomenon,
known as response bias, is the tendency to choose one alternative over another
possible candidate given a certain amount of time (Green & Swets, 1966; Macmillan
& Creelman, 2005).

One cognitive model that accounts for people’s bias is Ratcliff’s (1978)
drift-diffusion model, shown in a simplified manner in Figure 17. Ratcliff develops a
cognitive model which assumes that noisy information is accumulated over time
following a Gaussian distribution whose mean is linearly correlated with the stimulus
strength. The information accumulation is terminated, and a decision is made when
either of the thresholds is reached, representing two choices.

Among five parameters shown in Figure 17 that govern the model’s
predictions, the starting point of information accumulation is the interest of this

paper. The a priori bias of the participants can be defined as this starting position
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Figure 17. Simplified illustration of the drift-diffusion model. On every trial,
after a period of time (T), an evidence accumulation process is initiated from the
specified position (z) relative to the whole boundary separation (a). Evidence is
gathered stochastically according to the drift rate (¢) that follows a normal
distribution with the mean v and the standard deviation 1. When enough information
is accumulated to cross one of the thresholds, a decision is made.

relative to decision thresholds, represented with z, A, and B in Figure 17. For
example, suppose that the response bias (z) is equal to half the distance between
response thresholds (a/2). In that case, we assume that participants do not have a bias
towards either of the thresholds, and the decision to be made will be mainly
determined by the drift rate £ — the quality of stimuli’s information. According to
the model, as we increase the z and hold the other parameters constant, we should see
an overall increase in the number of A answers and a decrease in response times of A
answers. On the other hand, if we decrease the z with other parameters being
constant, we expect an overall decrease in A answers and an increase in their
response times.

An acceptability judgment task, a forced two-choice experiment, can also be
conceptualized as a diffusion process. Possible answers, ‘acceptable’ and
‘unacceptable, can be represented as the upper and lower thresholds, respectively.
Hammerly et al. (2019), building on Staub’s (2009) work, proposed an
implementation of the drift-diffusion model to the agreement attraction phenomenon

and Marking and Morphing account. They hypothesized that as the response bias,
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starting position of the evidence accumulation, decreases, the ‘acceptable’ responses
to grammatical sentences should also decrease. Furthermore, this decrease should be
sharper when there is a plural attractor due to its influence on the drift rate. Their
argumentation follows from the Marking and Morphing account, where the
agreement attraction effects surface due to the erroneous representation of the
subject, and this representation is formed before the processing of the verb. Thus, the
presence of a plural attractor should have the same effect in both grammatical and
ungrammatical sentences.

On the other hand, in the cue-based retrieval model, the agreement attraction
results from erroneous retrieval of the agreement controller when there is no single
match to the cues provided by the verb. Thus, it should surface only in
ungrammatical sentences, and the presence of the plural attractor should not influence
the drift rates. When a participant’s response bias changes, there should not be any
effect of the plural attractor in grammatical sentences under the cue-based retrieval
account of agreement attraction. These details are visualized in Figure 18.

As it can be seen from Figure 18, there is no effect of the plural attractor in
grammatical sentences under the cue-based retrieval account in either bias condition.
On the other hand, we see a clear difference in the influence of plural attractor
depending on the bias manipulation under Marking and Morphing account. This
difference follows from the fact that readers should first detect the ungrammaticality
and only then consider the attractor as a candidate for the agreement under the
cue-based retrieval account. In contrast, readers may be influenced by the plural
attractor regardless of grammaticality under Marking and Morphing account.

When Hammerly et al.’s (2019) findings are compared to the visualization in
Figure 18, we see that their data is more compatible with Marking & Morphing
theories where the effect of sentence grammaticality is substantially reduced.
Furthermore, the effect of the attractor number is roughly the same across the board.
However, their manipulation of bias and results were only in English in a single

experiment, which calls for a replication study in another language.
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Figure 18. Drift Diffusion Model predictions in which the drift rate is
manipulated according to the assumptions of agreement attraction accounts along
with a bias manipulation.

5.3 Experiment 3

This study seeks to clarify the status of the response bias in agreement attraction. It
aims to replicate Hammerly et al.’s (2019) findings in another language, Turkish, with
a different syntactic construction. We conducted a speeded acceptability judgment
task with two within-subject manipulations (attractor number x verb number) and a
between-subject manipulation (bias) which we introduced through instructions and
the ratio of ungrammatical sentences. We focus on number agreement attraction
using an atypical structure, complex NP with a non-intervening genitive modifier.
Both Lago et al. (2019) and our Experiment 1 have established that these structures as

in (2) are prone to attraction effects.
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(2) Milyoner-{@/ler}-in terzi-si tamamen gereksizce  kov-ul-du-{D/lar}.
millionaire-{SG/PL }-GEN tailor-POSS completely without_reason fire-PASS-PST{.3SG/-3PL}

“The millionaire’s/millionaires’ tailor were fired{ SG/PL} for no reason at all.’

Considering our results in Experiments 1, 2A, and 2B, we conclude that
agreement attraction effects in Turkish with an atypical syntactic structure are
replicable. Building on this work, we sought to test the predictions of a drift-diffusion
model and how the bias manipulation proposed by Hammerly et al. (2019) would
affect agreement attraction effects in grammatical sentences in Turkish. We reasoned
that Hammerly et al.’s (2019) data, manipulation, and findings should be replicated,
given that the Drift Diffusion model account of decision making is not limited to a

particular language, a particular structure, or a particular demographic.

5.3.1 Participants

114 Turkish speakers participated in the experiment. All participants were recruited
through Bogazici University in exchange for course credit. Because 3 participants
indicated that Turkish is not their first language, we excluded their data from the
analysis. Participants had an average age of 20 (range: 29 - 18). The experiment was
carried out following the principles of the Declaration of Helsinki and the regulations
concerning research ethics at Bogazici University. Before the experiment, all
participants were explicitly asked for their consent and informed with respect to their

rights. All sensitive information about the participants is anonymized.

5.3.2 Materials
Experimental Items: In our study, we used the same experimental items that we

used in our Experiment 1.

Fillers: In our experiment, all experimental sentences with a singular verb are
grammatical, and all sentences with a plural verb are ungrammatical. Due to this
distribution, we speculated that participants might form a strategy in which they

automatically judge sentences ungrammatical when they see a plural ending. To this
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end, we created 60 filler items, half of which consist of ungrammatical sentences with
singular marked verbs (3a). In contrast, the other half is grammatical sentences with
plural verbs (3b).

Another purpose of the fillers was to manipulate participants’ response bias.
Along with the instructions, we have manipulated the number of grammatical and
ungrammatical fillers in the experiments following Hammerly et al. (2019). We
created two sub-experiments with two different ratio of ungrammatical stimulus. In
the first sub-experiment, we intended to shift participants’ bias towards
ungrammatical responses by using only 10 grammatical fillers and 20 ungrammatical
fillers. In the second sub-experiment, we wanted participants to have a bias towards
grammatical responses. To ensure this, we used only 10 ungrammatical fillers and 20
grammatical fillers.

Most filler items started with a genitive-possessive NP similar to experimental
items. However, this initial NP was not the subject of the main sentence but the
subject of an embedded adverbial clause. In grammatical fillers (3b), we used a
plural-marked verb whose subject is pro-dropped following the verb of the embedded
adverbial clause. In ungrammatical fillers (3a), we used a transitive verb whose
non-local object lacked the case marking, making the sentence ungrammatical. While
most of the fillers followed a strict template, 20 of the 60 were with no particular
order, and half of them were grammatical sentences with plural verbs (N=10) and the

other half were ungrammatical sentences (N=10) with singular verbs.

(3) a. UNGRAMMATICAL FILLER

Ogrenci-nin hoca-si  ayril-inca proje birden unut-tu.
student-GEN  teacher-POSS leave-WHEN project suddenly forget-PST

Intended: ‘Suddenly, he forgot the project when the student’s professor left.’

b. GRAMMATICAL FILLER
Patron-un yemeg-i yer-e  dok-iil-iince  yeni-sin-i  yap-ti-lar.
boss-GEN  meal-POSS floor-DAT spill-PASS-WHEN new-POSS-ACC do-PST-PL

‘They prepared a new one when boss’ meal spilled on the floor.’

Norming Study: Before our experimental study, we ran a speeded acceptability

judgment study where participants (N = 8) saw all experimental and filler items.
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Experimental items were distributed among four different lists according to a Latin
Square design. One of the main reasons for conducting the norming study was to find
the most acceptable grammatical and the least acceptable ungrammatical fillers for
the Bias manipulation. We only used the ten least acceptable ungrammatical fillers to
shift the response bias towards grammatical responses. Similarly, we only used the
ten most acceptable grammatical fillers to shift the bias towards ungrammatical
responses. We also wanted to check the overall acceptability of our grammatical
items with singular attractor and confirm that there was no problem with the baseline
sentences. We confirmed that our grammatical experimental items with singular

attractor were found grammatical with no problem (M =0.99, SE = 0.01).

5.3.3 Procedure

The experiment was run online, using the web-based platform Ibex Farm
(Drummond, 2013). Each experimental session took approximately 30 minutes to
complete. After the first page participants landed, they were randomly assigned to
one sub-experiment that incorporated the between-subject bias factor. Prior to the
experiments, participants were asked to give informed consent to participate in the
experiment. They then read the instructions, which included four already answered
example sentences. After the instructions, they were given nine practice trials before
the experiment began. After they finished practice trials, participants were prompted
with a message stating the distribution of the sentences and asked to confirm that they

understood the statement. The instructions are as follow:

(4) a. UNGRAMMATICALITY BIAS CONDITION
Budeneydeki ciimlelerin COGU Tiirkce kurallarmna UYMAMAKTADIR!
‘MAJORITY of sentences in this experiment DO NOT FOLLOW the rules of
Turkish.’

b. GRAMMATICALITY BIAS CONDITION
Bu deneydeki ciimlelerin COGU Tiirkce kurallarina UYMAKTADIR!
‘MAJORITY of sentences in this experiment DO FOLLOW the rules of
Turkish.’

After participants were informed concerning the distribution of sentences’

grammaticality, experiment was initiated in the IbexFarm. Each trial began with a
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blank screen for 600 ms, followed by a word-by-word RSVP presentation of the
sentence in the center of the screen. Sentences were presented word-by-word in the
center for the screen in 30 pt font size, at a rate of 400 ms per word. Participants saw
a blank screen for 100 ms between each word, and to see the next item, they needed
to press the space key. After every trial, participants are asked to indicate their

acceptability judgment. The wording of the question is given in (5).

(5) Bu ciimle kulaginiza nasil geliyor?
‘How does this sentence sound to you?’

The possible answers that participants could provide were either ‘good’ or
‘bad. Participants were asked to press the key P to indicate that a sentence is
acceptable/good and Q to indicate that the sentence is unacceptable/bad. Within
instructions before the experiments, they were told to provide judgments as soon as
possible. If they did not respond within 5,000 ms during the experiment, the trial
timed out, and participants were shown message ‘Please respond faster,” in a red font.

Participants saw 40 experimental and 40 filler sentences. Experimental
sentences were distributed among four different lists according to a Latin-square
design. Every participant saw one version of the experiment with a specific list and
one item per condition while seeing all filler items in that specific between-subject

condition.

5.3.4 Analysis

Preprocessing: - The experimental data were collected from the IbexFarm website
in a csv file format and imported to R for data cleaning, visualization, aggregation,
and analysis.

We excluded all 3 participants whose native language was not Turkish in the
data cleaning process. Moreover, we removed the data for all participants who did not
show sufficient sensitivity to the grammaticality in singular attractor conditions.
Specifically, we excluded all participants whose difference in percentages of

‘acceptable’ responses in grammatical sentences with singular attractors and
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ungrammatical sentences with singular attractors fell below 0.25 percentage points.
Finally, we also excluded trials in which the participants missed the response
deadline or gave too fast responses (below 200 ms). As a result, 9.05% of trials were

excluded from our experiment.

Bias Calculation Before further statistical analysis, we wanted to test whether or
not our bias manipulation was successful. Therefore, we calculated response bias
value ¢ by participant, using equation (5.6) (Macmillan & Creelman, 2005).

Z(Hit Rate) + Z(False Alarm Rate)

c=— 5 (5.6)

Unlike Hammerly et al. (2019), we used only filler sentences in our response
bias calculation. The reason for using only fillers is that we wanted to calculate
response bias independently of the agreement attraction patterns. Since experimental
items may be affected by either a grammaticality illusion or an ungrammaticality
illusion, we believe using experimental items would create confounded results.

Figure 19 shows the distribution of the participants’ bias estimates in our
experiment as a box plot. We grouped participants according to our manual bias
manipulation. As shown in Figure 19, our bias manipulation was not successful since
both distributions heavily overlap. We expected a significant bias towards
grammatical responses (negative ¢) in the grammaticality bias condition. We also
expected substantially more positive response bias values in the ungrammaticality
bias condition.

We also calculated the Bayes Factor in favor of the hypothesis of no
difference between grammaticality and ungrammaticality bias conditions using the
statsExpressions package (Patil, 2021a). We deployed a one-sided Bayesian
hypothesis test with an uninformative JZS Cauchy prior with the scale parameter
1.41, which is specified by the statsExpressions package. It revealed that given
the data, the null hypothesis (no difference) is 8 times more likely (moderate

evidence) than the alternative hypothesis of a significant difference between
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Figure 19. Box plot of by-group response bias estimates overlaid with
individual subject estimates for our Experiment 3. Box plots show the median value
and first and third quartiles. Negative response bias signals a bias towards
grammatical responses, while positive values mean a bias towards ungrammatical
responses.

grammaticality and ungrammaticality response bias manipulation (BFy; = 8,
555;;1:Z:£ce =0.03, CI{LE! = [-0.09, 0.16], r;’aifhy = 1.41) (Jeffreys, 1961). Given the
distribution of our participants and the BF score, it is clear that participants did not
respond to our bias manipulation. We would expect to find at least moderate evidence
towards the alternative model if our manipulation were successful. Graphically
speaking, we would expect most of the subject points in the grammaticality bias
condition to reside in the negative values, which was not the case.

In addition to our own results, we also computed the bias value of Hammerly
et al.’s (2019) experiments using only the fillers for better comparison. In Figure 20,
we present the participants’ estimated response bias following their method of
calculating bias (through experimental items alone) as well as ours (through filler
items alone).

In their work, Hammerly et al. (2019) state that they were able to manipulate
the response bias between their experiments. We replicated their calculation and

summary of response bias in Figure 20A using experimental items. Our Bayesian

hypothesis test suggests that given the data, the alternative hypothesis of a significant
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Figure 20. Box plot of by-experiment response bias estimates with individual
subject points from Hammerly et al.’s (2019) study. Box plots show the median value
and first and third quartiles. Negative response bias signals a bias towards
grammatical responses, while positive values mean a bias towards ungrammatical
responses. The estimates in the sub-figure A are calculated with the experimental
items only, while the estimates in the sub-figure B with filler items.

difference between grammaticality and ungrammaticality response bias manipulation
1s 1053 times more likely (extreme evidence) than the null hypothesis of no
difference (BFy; = 1/1053, 55;;;2’:506 =0.31, CIZZ)" =[0.18, 0.46], rgaiihy =1.41)
(Jeffreys, 1961)

However, we argued that experimental items should not be included in the
calculation of the response bias. When only experimental items are used, the hit rate
corresponds to the mean accuracy of grammatical conditions, including grammatical
sentences with plural attractors. This means if there is an effect of a plural attractor in
the grammatical conditions due to possible agreement attraction effects, let us say
decreased accuracy, the response bias value will also be affected. Similarly, the false
alarm rate calculation will also be affected by the agreement attraction effect
assuming that participants exhibit classic agreement attraction effects in
ungrammatical sentences. For these reasons, we believe that their reported response

bias summary using experimental items does not reflect the response bias truthfully

and is affected by the agreement attraction effects present in their results.
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When we use a calculation method that is not confounded with the agreement
attraction effects, as in Figure 20B, we see that the bias distribution among
participants changes substantially, and there is no longer a significant difference
between groups. Given the data, the null hypothesis of no difference between
grammaticality and ungrammaticality response bias manipulation is 8 times more
likely (moderate evidence) than the alternative hypothesis of significant difference
(BFo1 =8, 55?;;2:2:@ =-0.00378, CIJLD! = [-0.14, 0.14], rgaiﬁhy =1.41) (Jeffreys,
1961)

Focusing only on the bias distribution based on the filler items, we see that
participants were not responsive to the bias manipulation implemented by the
researchers both in Hammerly et al.’s (2019) study and our study. Since Hammerly
et al.’s (2019) findings were reliant on the fact that they manipulated the response
bias, and participants’ exhibited ungrammaticality illusions only with the change of
the response bias, our re-evaluation of the response bias calculation cast a shadow on
their findings and claims on the processing of agreement attraction. However, we
were still able to test the theoretical claims of Hammerly et al. (2019): participants
are biased towards grammatical responses, and as participants’ response bias is
shifted towards ungrammatical responses, they exhibit ungrammaticality illusions, i.e.
an affect of plural attractor in grammatical sentences. To test this claim, we divided
participants into two groups according to their calculated bias value c. If the ¢ value
is negative, we classified those participants as biased towards grammatical answers. If
it was positive, they were treated as biased towards ungrammatical answers. We also
included the continuous bias value for each participant to our Bayesian GLMs in all

subsequent analyses.

Descriptive results: While reporting the aggregated details of the experimental
data, we have used the categorical bias grouping we introduced following calculated
bias values instead of our experimental manipulation. We calculated means and
standard errors using tidyverse packages. In calculating the standard errors, we

followed Morey (2008) and Cousineau (2005).
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Statistical analysis: Since our research question is whether the change in bias
affects acceptability in ungrammatical sentences and grammatical sentences, we
grouped our responses according to the grammaticality of the sentences. We only use
the ungrammatical sentences to see the already acknowledged agreement attraction
effects. We then fitted another model, where we used only grammatical sentences to
see the possible interaction between the plural attractor and the bias shift. We used
the R packages brms (Biirkner, 2017, 2018) and rstan (Stan Development Team,
2019) to fit Bayesian hierarchical models (e.g., Gelman & Hill, 2007; Nicenboim &
Vasishth, 2016).

We fitted two Bayesian GLMs to ‘acceptable’ responses as a function of the
following predictors: (i) logarithm of the trial number (log(TRIAL)), (ii) sum-coded
(0.5 vs. -0.5) attractor number (PL.ATT.), (iii) continuous response bias value ¢
(BIAS), along with two-way interaction of PL.ATT. and BIAS. We assumed that
‘acceptable’ responses are distributed following a Bernoulli distribution with a
probit-link function. We included only the experimental sentences in our analysis.
Our models included maximal random-effect structures to the extent that our design
justified. It allowed predictors in interest to vary by-participant (PL.ATT., BIAS) and
by-item (PL.ATT., TRIAL). We used a Student’s #-distribution (v =3, u =0, o0 =2.5)
for our intercept as a prior. A normal distribution with O mean and 1 standard
deviation is used for priors of predictors’ slopes. We used a half-Cauchy prior with
location 0, a scale of 1 for standard deviations of random effects, and an LKJ prior (1
= 2) for correlation coefficients in interaction models.

We ran chains with warm-up iterations and sampling iterations for each of our
models, yielding for each parameter tuple. Our results report the posterior probability
of the effect of coefficient 5 being smaller than 0 (P(8 < 0)). Given our data, model,
and priors, we judge that we have decisive evidence for our hypothesis if 95%
credible interval does not include O or posterior probability of a coefficient is close to

1, following Nicenboim & Vasishth (2016). We treat the value of P(5 < 0) as the
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indicator of the degree of evidence, rather than a binary significant/not-significant

indicator.

5.3.5 Results

Filler Accuracy: Accuracy in our fillers was relatively high with an average of 0.81
and standard error of 0.02 in participants with grammaticality bias and 0.81 and a
standard error of 0.01 in participants with ungrammaticality bias. In Figure 21, we
can see the individual means and standard errors according to the experimental

conditions BIAS (on the x-axis) and GRAMMATICALITY (as a line type).
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Figure 21. The average accuracy of fillers in Experiment 3. Error bars signal
standard errors calculated following Morey (2008) and Cousineau (2005).

Acceptable Responses: Figure 22 shows the average proportions of ‘acceptable’
responses in each of the eight conditions. Since we are interested in how bias affects
the difference in acceptability between grammatical and ungrammatical sentences
and the plural attractor interacts with this difference, we grouped the averages into
facets according to the grammaticality of the sentences. While the x-axis shows the
categorical bias grouping, which we introduced following calculated bias values, the
line type shows the attractor number. We see that, on average, participants gave more

‘acceptable’ responses in ungrammatical sentences with ungrammaticality bias (M =
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0.08, SE = 0.01) rather than grammaticality bias (M = 0.2, SE = 0.02). More
importantly for us, participants with ungrammaticality bias make more errors in
grammatical sentences with plural attractors (M = 0.88, SE = 0.02) compared to the
ones with singular attractors (M = 0.93, SE = 0.01). This effect of attractor number is

not present in grammatical sentences when the participants have a grammaticality

bias.
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Figure 22. The average percentage of acceptable responses according to the
experimental conditions in Experiment 3. Error bars signal standard errors calculated

following Morey (2008) and Cousineau (2005).

In Figure 23, we see the posterior probabilities for our Bayesian GLM model
with a probit link, in which we only use ungrammatical sentences. The negative main
effect of ungrammaticality bias (3 = —1.14; CI = [—1.66; —0.63]; P(B < 0) >
.999) indicates that, on average, participants gave less ‘acceptable’ responses as their
bias (calculated through fillers) shifted towards ungrammaticality. This verified that
our bias calculation using fillers was effecting given that the effect is also present in
experimental items. Additionally, the positive main effect of the plural attractor (B =
0.47, C1 = [0.26;0.69]; P(5 < 0) < .001) is also significant, that is participants
gave ‘acceptable’ responses more often when the attractor is plural with an average
response bias. The main effect of the trial no (3 = —0.01; C1 = [—0.14;0.12];

P( < 0) = .54) show that it the order participants saw the experimental data did
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not affected the number of ‘acceptable’ responses. Posterior probabilities suggested
substantial evidence for the interaction between the ungrammaticality bias and the
plural attractor (3 = —0.47; CI = [—1.08;0.17]; P(8 < 0) = .93), meaning that the

effect of plural attractors was amplified when participants had an ungrammaticality

bias.
P(B<0)
Ungram. Bias —_— [>.999]
Plural Attactor — [<.001]
Trial No (log) —— [ .54]
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Figure 23. Estimates and 95% credible intervals for the probit regression
coefficients for the model of responses to ungrammatical sentences in our
Experiment 3.

Figure 24 shows the posterior distributions of a Bayesian GLM with
grammatical sentences alone. The main effect of ungrammaticality bias (B = —0.24;

CI = [-0.79;0.32]; P(5 < 0) = .81) was relatively weak, meaning that we cannot
definitively say participants found grammatical sentences more ‘acceptable’ as their
bias is shifted towards ungrammatical answers. This effect, again, verified that our
bias calculation was on the right track.

Meanwhile, the main effect of the plural attractor in grammatical sentences
(B = =022, CI = [—0.50;0.04]; P(8 < 0) = .95) tells us that with an average
response bias, participants give less ‘acceptable’ responses with a substantially
higher probability when a plural attractor is present. Given that the average bias in
our experiment is 0.06, which corresponds to a neutralized grammaticality bias, we
can say that the apparent main effect of the plural attractor is an indicator of
agreement attraction effects in grammatical sentences. Moreover, the negative
interaction between the ungrammaticality bias and the presence of a plural attractor

(B = —04T7;: CI = [—1.08;0.17]; P(5 < 0) = .93) tells us that participants with an

116



ungrammaticality bias are even more affected by the presence of a plural attractor in

grammatical sentences.

P(B<O
Ungram. Bias [ .81]
Plural Attactor —_——— [ .95]
Trial No (log) — [ .12]
Ungram. Bias * Plural Attactor [ 93]
-15 -1.0 -05 0.0 0.5

Estimate (probit)

Figure 24. Estimates and 95% credible intervals for the probit regression
coefficients for the model of responses to grammatical sentences in our Experiment
3.

Taken together, our results suggested that the bias shift towards
ungrammatical responses, which we calculated using the filler items, reduced overall
‘acceptable’ responses in ungrammatical experimental items as expected in the
drift-diffusion model. In addition, we have moderate evidence that tells us that
ungrammaticality bias affects ‘acceptable’ responses in grammatical sentences. With
an average bias, the probability of giving ‘acceptable’ responses is reduced
substantially with plural attractors in grammatical sentences compared to sentences
with singular attractors in grammatical sentencens, creating an ungrammaticality
illusion. However, we can say that the effect of the plural attractor is more
pronounced in people with ungrammaticality bias in grammatical sentences than in
ungrammatical sentences. This emphasizes that the ungrammaticality illusion that we
observe in grammatical sentences with plural attractors is amplified in a continuous
manner as bias shifts towards more and more ungrammatical responses as expected

by the drift-diffusion model.

5.4 Take-away from Experiment 3
This chapter re-examined Hammerly et al.’s (2019) findings. It also tested the

predictions of the drift-diffusion model in agreement attraction: an amplified effect of
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plural attractor in grammatical sentences with a decreased bias towards grammatical
responses. Suppose readers are biased to find sentences grammatical more often than
ungrammatical, and lack of agreement attraction effects in grammatical sentences is
due to this fact. In that case, they should be making more errors in grammatical
sentences with plural attractors when their bias towards grammatical responses is
neutralized or reversed.

To this end, we conducted a speeded acceptability judgment experiment
(N=114) with two within-subject factors (Attractor number x Verb number: 2x2) and
a between-subject factor Bias. Following Hammerly et al. (2019), we manipulated
the response bias utilizing instructions and the ratio of ungrammatical fillers. Our
results can be summarized as follows. Our participants did not respond to the bias
manipulation uniformly, and the effect of the instructions and the ratio of
ungrammatical sentences was not significant. When we calculated the response bias
following Macmillan & Creelman (2005) and used it in our Bayesian GLM as a
continuous predictor, we saw that the presence of a plural attractor substantially
reduced the ‘acceptable’ responses in grammatical responses as well. This effect of
the plural attractor was even more amplified when the participants had a bias towards
ungrammatical answers,

Based on the participants’ response profile and our simulation results, we can
say that our findings were parallel with those of previous studies that showed
processing difficulty in grammatical sentences with plural attractors as differences in
response times or ‘acceptable’ responses. Furthermore, our results show that
attraction in grammatical sentences may emerge as a difference in ‘acceptable’
responses, following from accounts of attraction that rely on feature percolation and
faulty encoding of subjects (Eberhard et al., 2005, among others).

These findings present a challenge for retrieval accounts (Lago et al., 2015,
2019; Wagers et al., 2009), which argue that for participants, the plurality of the
attractor is only relevant in ungrammatical sentences, which is only when they may

consider other DPs as a possible controller. Since attractor, be it single or plural, does
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not come into play unless the sentence is ungrammatical, these accounts predict that
participants’ bias should not affect the acceptability in grammatical sentences. Thus,
the lack of a significant interaction between the grammaticality and the plural
attractor in most studies suggested that retrieval accounts may capture agreement
attraction effects better (Schlueter et al., 2019; Hammerly et al., 2019; Lago et al.,
2021).

However, when bias is accounted for, it seems that grammaticality asymmetry
is not due to the nature of how subject-verb dependency is processed as argued before
by the retrieval accounts (Wagers et al., 2009, among others), but a direct residue of
how participants make decisions in forced-choice experiments.

What is still left as an intriguing issue is that neither Hammerly et al. (2019)
nor we could introduce a bias manipulation according to the response bias values
calculated through filler items. Despite this fact, their results from Experiment 3
exhibit an apparent effect of plural attractor in grammatical and ungrammatical
sentences. These results would be expected only if their bias manipulation were
successful.

To sum up, we attempted to replicate Hammerly et al.’s (2019) study in
Turkish with a different syntactic construction: a noun phrase with a genitive
modifier. We argued that response bias shift might result in ungrammaticality illusion
in another language with a structure that was found to be attraction-vulnerable (Lago
et al., 2015). We presented our speeded acceptability judgment task results which
showed comparable results with Hammerly et al. (2019). While we could not
manipulate participants’ response bias, we replicated the theoretical claims of
Hammerly et al. (2019). We confirmed the predictions of the Marking & Morphing
account implemented with the drift-diffusion model. We argue that cue-based
retrieval models cannot account for the role of the response bias in agreement

attraction, which we demonstrated.
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CHAPTER 6
CONCLUSIONS

This thesis set out to understand the processing errors in the subject-verb
dependencies in Turkish. The focus has been to clarify the agreement attraction
effects in Turkish and eliminate possible confounds in the existing literature. We
wanted to understand what aspects of agreement attraction findings could be
explained with extra-linguistic phenomena like storing erroneous parses, using form
heuristics, or having a response biases. To this end, we determined three possible

confounds to test:

(1) A lingering effect of an erroneous parse due to case syncretism: Local

ambiguity due to a case syncretism between a subject compatible marking and
a non-compatible marking on the subject head may lead participants to retrieve

the attractor as an agreement controller.

(i1) A task-specific response strategy using form heuristics: Unlike other languages,

Turkish plural marker on nouns and the plural agreement marker on verbs are
homophones. Assuming participants engage in shallow processing, they may
form a strategy where they answer questions by matching the final plural

agreement with a previous plural marking in the sentence.

(iii)) Response bias as an underlying cause of existing effects: Patterns of agreement

attraction in ‘yes’ percentages might be due to participants’ a priori tendency to
give ‘yes’ responses. Hammerly et al. (2019) showed the true nature of
agreement attraction by getting rid of this existing response bias. Turkish
agreement attraction might also be affected by the presence of an underlying

response bias.

To test these interactions between the aforementioned phenomena and
agreement attraction, we conducted three speeded acceptability judgments. Section

6.1 summarizes our findings in these experiments in broad strokes. Sections 6.2, 6.3,
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and 6.4 will discuss the implications of these experiments. In Section 6.5, we firstly
discuss how two syntactic theories of sentence object relative clauses predict
contrasting patterns in the Marking and Morphing account of attraction. We then,
discuss a possible confound we have not covered in this thesis: the possibility of

honorific reading in Turkish agreement attraction effects in Section 6.6.

6.1 Summary of Findings

Experiment 1 was concerned with the possible confound in Lago et al.’s (2019) study.
They argued that Turkish native speakers accepted ungrammatical sentences with
plural attractors more often than their singular attractor counterparts because the
genitive case marking is usually used as a subject marker in Turkish. However, all
sentences in their experiment had two possible parses until they encounter the matrix
verb, which was the last element in the sentence. In one possible parse, participants
formed a representation where the subject was a complex NP with a genitive-marked
modifier. In the second possible parse, their representation included an embedded
sentence with a genitive-marked subject and an accusative-marked object. We argued
that the present agreement attraction effects might be due to this local ambiguity and
lingering effects of not-completely abandoned parses. We disambiguated the subjects
they used and aimed to replicate their findings. If the present effects were due to
linguistic features, such as the [+SUBJ] feature and did not result from an erroneous
parse, we expected to find comparable results to Lago et al.’s (2019) findings. Given
our data, our results contradicted our hypothesis and verified that case syncretism
does not play a role in Turkish agreement attraction.

Experiments 2A and 2B dealt with another possible hypothesis that might
explain Lago et al.’s (2019) findings. Due to the unique feature of Turkish agreement
attraction, we hypothesized that participants might use form-driven processing
strategies, assuming that they engage in shallow processing. Unlike other languages
in which agreement attraction is tested, Turkish nominal and verbal plural markings

are homophonous. One possible explanation of Turkish agreement attraction findings
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is that participants do not fully process sentences and match two ‘-lar’ markings in a
sentence to judge the grammaticality of sentences when they do not have sufficient
information. On some occasions where they could recall that there was a plural
present but could not recollect the exact host of the plural marking, they might deem
sentences acceptable. To test this hypothesis, we used plural marked verbs of reduced
relative clauses as attractors and expected comparable effects of plural marking in
ungrammatical sentences in Experiment 2A. However, our results contradicted our
hypothesis: participants were highly successful in detecting ungrammatically in RC
attractor conditions independent of the presence of a plural attractor.

In Experiment 2B, we included four new conditions to test whether our
findings in Experiment 2A were because that participants have no way of associating
the previous plural marking with grammaticality. Since Turkish plural marking on the
verb is not obligatory, participants may not have a priori tendency to match two ‘-lar’
markers in sentences. For priming participants to consider our hypothesized matching
mechanism, we included new conditions in which we had a complex NP with a
genitive-marked modifier like the ones we used in Experiment 1. With new
conditions, we expected our participants to accept ungrammatical sentences with a
plural verbal attractor more often than their singular verbal attractor counterparts.
We, again, found that participants did not make any additional judgment errors when
there was a plural verbal attractor. However, we also found that the overall
acceptability of ungrammatical sentences with genitive-marked attractors reduced
substantially compared to Experiment 1. Even though we were not able to confirm
that participants utilized form heuristics to complete the task, our results suggest that
the task and the other conditions might influence the magnitude of the agreement
attraction effects.

In Experiment 3, we tested whether the nature of the task might influence the
mainstream patterns of attraction. With the nature of a task, we refer to the
instructions and the number of ungrammatical and grammatical fillers. Recently,

Hammerly et al. (2019) found that participants made judgment errors in grammatical
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sentences almost as often as they did in ungrammatical sentences. Following
Ratcliff’s (1978) DDM model, they argued that participants had a priori response bias
towards yes responses, and when this bias was neutralized through the instructions
and the ratio of ungrammatical sentences to grammatical sentences, the main effect of
plural attractor would be present independent of sentence grammaticality. Their
results verified this hypothesis and supported attraction accounts based on
representational errors rather (Eberhard et al., 2005) than retrieval errors Wagers et al.
(2009). We wanted to replicate these findings in Turkish with a different syntactic
structure since both grammaticality asymmetry, and DDM accounts are not limited to
a single language, and their results were only attested in one language: English.
When we assessed the response bias using fillers, we found that we could not
manipulate participants’ response bias. However, we also found that Hammerly et al.
(2019) also could not manipulate response bias according to our calculation of
response bias using fillers. Thus, we grouped our participants into two using
calculated bias estimates and not the experimental manipulation. Our results, using
this grouping, confirmed theoretically significant aspects of Hammerly et al. (2019):
With neutralized bias, participants judged grammatical sentences as ungrammatical

when there was a plural attractor present.

6.2 Case Syncretism

As discussed in Chapters 2 and 3, we wanted to check the effects of case syncretism
in Turkish agreement attraction. Even though previous research on case syncretism
presents a solid case for affecting sentence processing, the literature on the agreement
attraction was not coherent. Experiments in initial studies mostly included confounds
such as attractor type (Hartsuiker et al., 2003, in Dutch) and syntactic position
(Franck et al., 2006, in French). Later, studies were conducted on other languages in
which researchers could manipulate the case syncretism or distinctive case marking
without introducing confounds. However, these results were also not conclusive:

while Eastern Armenian did not show any interaction between case syncretism and
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agreement attraction (Avetisyan et al., 2020), results from German and Russian
experiments showed that when participants saw attractors with a case marking that is
syncretic between two cases, they make more agreement errors with plural attractors
in the vicinity than with plural attractors that carry distinctively marked case.
However, all these studies manipulated the case syncretism on the attractor.
We can infer from Bock & Eberhard (1993) and Haskell & MacDonald (2003) that
the effect of a manipulation changes depending on whether the attractor or the head
is affected by the manipulation. Notionally plural nouns do not appear to play a role
in agreement attraction when they were first introduced in the attractor position (Bock
& Eberhard, 1993). However, Haskell & MacDonald (2003) showed that the notional
plurality of nouns has a tremendous effect when it is introduced in the head noun.
Additionally, the previous experiments on case syncretism never introduced a
local ambiguity. Even though the case on the attractor was syncretic, this case
syncretism never resulted in syntactic ambiguity. The syntactic relation between the
attractor and the subject head was clear. In Lago et al.’s (2019) Turkish experiment,
however, participants were able to entertain two different syntactic structures until
they saw the last element in every item. In one possible parse, the first DP, the
attractor, could be interpreted as a genitive-marked modifier of the second NP, the
subject head. In another possible parse, participants might entertain a syntactic
structure involving an embedded sentence when they see a genitive-marked DP. The
first DP could then be interpreted as the subject of an embedded sentence, while the
second DP could be interpreted as a direct object of the embedded sentence.
Drawing parallelism from the line of work in the notional plurality issue, a
case syncretism between a non-subjecthood case and a subjecthood case might have
played an important role in Turkish agreement attraction effects. Considering that
the case syncretism introduces a local ambiguity, we hypothesized that the present
agreement attraction effects in Lago et al.’s (2019) work might decrease or disappear
when we disambiguated the case syncretism and used distinctively marked case on

the head.
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We saw that Turkish agreement attraction effects were not contingent on the
local ambiguity and case syncretism. When we disambiguated the subject marking on
the head, our results were comparable to Lago et al.’s (2019) findings. In both
studies, there was an interaction between the presence of a plural attractor and
grammaticality. Participants accepted ungrammatical sentences with plural attractors
more often than the ones with singular attractors, and this effect was not present in
grammatical sentences.

Our results contradicted our hypothesis that lingering effects of an erroneous
parse might affect the acceptability of the sentence. Either participants do not
entertain the syntactic parse involving an embedded structure due to its being less
economical to do so, or they quickly recover from the local ambiguity so that it does
not affect the grammaticality judgment. Our experiment was not equipped to answer
this question; however, a future study involving a self-paced reading experiment or an

eye-tracking experiment might answer this question.

6.3 Form Heuristics

Experiments 2A and 2B tested whether participants use form heuristics to complete
the grammaticality judgment task. Chapters 2 and 4 discussed the potential reasons
for us to entertain an alternative hypothesis for present agreement attraction effects in
Turkish. Namely, participants may use a strategy based on matching ‘-lar’
morphemes when they could not judge the sentence reliably due to memory
uncertainty.

We compared sentences containing a reduced relative clause with an overt
plural marking to sentences containing a genitive marked subject modifier to test this
hypothesis. If participants used the form of ‘-lar’ markings to answer grammaticality
judgments, we expected comparable effects in ungrammatical conditions with verbal
attractors as well.

However, our results suggested that participants do not use form heuristics in

Turkish agreement attraction effects. We could not find an effect of plural attractors
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in ungrammatical sentences within verbal attractor conditions. This finding was
verified with an additional experiment, where we included minimally different
genitive marked subject modifier conditions to the experiment. We took the lack of an
effect in both experiments to indicate that participants did not use forms as a cue in
the processing of subject-verb dependency and that the part of speech tag of the
attractor was important even when the attractor was a nominalized relative clause.

On the other hand, our results showed a reduced magnitude of agreement
attraction in genitive marked subject modifier conditions when the experiment
included verbal attractor conditions. Even if we could not find an evidence of a
form-heuristics-based mechanism, we could interpret these findings as mild evidence
of task effects. The presence of a set of clearly detectable grammatical and
ungrammatical subject-verb dependency conditions (i.€., verbal attractor conditions)
might have reduced overall errors in other conditions, which included a genitive
marked subject modifiers as attractors.

We also found a small positive effect of the presence of a plural attractor in
grammatical sentences in Experiment 2A. This finding was unexpected given
previous agreement attraction studies in which the presence of a plural attractor either
affected the acceptability of grammatical sentences negatively or did not affect them.
We believe that a plural marking on a reduced relative clause could induce an
impersonal reading, whereas the lack of a plural marking would require a specific
subject in the context (Kornfilt, 2011). We believe that the positive effect of plural
attractors in grammatical sentences might be due to this difference between
interpretations. Unfortunately, our results in ungrammatical sentences might also be
affected with this interpretation difference. The presence of a plural marker on the
reduced relative clause might be too marked to go unnoticed since it might have an

impersonal reading contribution.
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6.4 Response Bias

Experiment 3 re-examined Hammerly et al.’s (2019) hypothesis that the
grammaticality asymmetry observed in the comprehension studies was due to the a
priori response bias. The DDM model applied to the Marking and Morphing account
of attraction predicts that as the tendency towards ‘yes’ responses decreases, the
effect of a plural attractor in grammatical sentences should increase. Hammerly et al.
(2019) found an increased effect of plural attractor in grammatical sentences in their
Experiment 3, where they informed participants that most sentences are
ungrammatical in the experiment. We argued that shifting response bias towards ‘no’
responses might induce ungrammaticality illusion in addition to the grammaticality
illusion in another language with a structure that was found to give rise to attraction
effects (Lago et al., 2019).

To test this hypothesis, we have used experimental items from Experiment 1
and introduced a within-subject bias (bias towards grammaticality x bias towards
ungrammaticality) manipulation using some instructions and the ratio of
ungrammatical sentences to grammatical sentences. We only manipulated the number
of ungrammatical fillers and grammatical fillers; the experimental items were the
same in both within-subject conditions.

We calculated the participants’ response bias using the formula provided in
Macmillan & Creelman (2005). It seemed that we were not able to uniformly
manipulate our participants’ response bias; the the effect of instruction and the ratio
of ungrammatical fillers did not create a systematic difference in participants’ bias.
However, when we included the calculated bias in our Bayesian GLM, we saw that
the grammatical conditions with plural attractors were less likely to be judged as
grammatical when participants did not have a bias toward ‘yes’ responses. Our
findings were parallel with Hammerly et al.’s (2019) findings and theoretical
assumptions, even though we could not manipulate the bias properly.

Both our and Hammerly et al.’s (2019) findings cannot be accounted for if

we assume a cue-based retrieval account, which argues that the attractor’s plurality
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is only relevant in ungrammatical sentences (Lago et al., 2015, 2019; Wagers et al.,
2009). Since there would be a complete match in grammatical sentences between the
cues provided by the singular verb and features in the singular subject head, a plural
attractor has no way of interfering with the subject-verb dependency. Thus, the lack
of an effect induced by plural attractors in grammatical sentences (grammaticality
asymmetry) result from the internal mechanisms of how a cue-based retrieval system
works. The response bias has no way to affect the retrieval process, and therefore,
should not influence processing agreement attraction.

The Marking and Morphing account, on the other hand, expects a comparable
effect of plural attractor in both grammatical and ungrammatical sentences.
According to this account, agreement attraction occurs after an erroneous
representation is formed. Like grammaticality illusion, in which participants
erroneously judge a grammatical sentence as an ungrammatical one, there should be
an ungrammaticality illusion, which means that participants occasionally deeming
grammatical sentences as ungrammatical. The non-existence of such an effect in the
previous agreement attraction experiments can be explained via a response bias
towards ‘yes’ responses.

Even though both we and Hammerly et al. (2019) could provide evidence for
the representation-based attraction accounts, we believe that Hammerly et al.’s (2019)
results should be verified. We used filler items to determine and check our
participants’ bias values. However, Hammerly et al. (2019) used all items in their
experiment. We believe that using all items might create a problematic picture since
the bias calculation would also include agreement attraction effects in grammatical
and ungrammatical sentences. If there is a bias towards any response type, it should
also be present in fillers. When we checked participants’ response bias in their
Experiments 1 and 3 using their fillers, we saw that they could not manipulate their
participants’ bias systematically as well. Nevertheless, their Experiment 3 clearly
shows an effect of a plural attractor independent of the sentence grammaticality,

which might be due to their participant sample.
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6.5 Syntactic Assumptions

In Chapter 4, we have discussed that our results from Experiment 2 might be due to
syntactic depth differences. A number information coming from the verb of a relative
clause, which is embedded in more phrases than the number information coming
from a genitive modifier, could not induce attraction effects. The Marking &
Morphing account of agreement attraction predicts this effect of syntactic depth. In
their spreading activation formula used to calculate the final number representation of
a nominal phrase, the contribution of various elements in the same phrase is weighted
according to their syntactic distance to the root node of the subject phrase.

Here, I repeat the structures we posited in Chapter 4. The structure for a
Genitive-Possessive DP shown in (1) is adapted from Oztiirk & Taylan (2016). Prior
to their study, many other researchers as well assumed a structure in which the
genitive-marked DP starts from a position that is close to the head NP but moved up
to the spec DP position to be marked with a genitive case (Lewis, 1970; Dede, 1978;
Kornfilt, 1997, 1985; C)zsoy, 1994; Yiikseker, 1998; Arslan-Kechriotis, 2006, 2009;
Goksel, 2009). Due to its position, the weight of the number information coming
from the DP ‘yéneticilerin® would be very high, and the additional number

information would easily influence the final number representation.

(1) GENITIVE-POSSESSIVE DP

DP
DP DP
Yoneticilerin; /\
nP D
DP nP
ti /\
NP n
‘ -s1
N
ascl

On the other hand, when we look at the inner syntax of a Turkish relative

clause, there is yet to be a single representation that is widely assumed. The structure
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shown in 2 is adapted from Aygen’s (2002) work. The relative clause is an adjunct at
the DP level and consists of syntactic phrases VP, little vP, TP, little nP, and DP. It
assumes that Turkish relative clauses are not full-CPs. This assumption follows from
the fact that CP-level adverbials like ‘Allah’tan’ (Thank God) cannot be licensed in
relative clauses (Goksu, 2017; Aygen, 2002). We also assume that terminal nodes
introduce full words with feature specifications and not morphemes, following
Chomsky (2000, 2001). In this syntactic approach, morphological derivations of an
utterance are completed prior to the syntactic derivations, and syntactic mechanisms
check whether there is a match between the specifications given in the terminal node

and the specifications in the checking node.

(2) OBJECT RELATIVE CLAUSE

DP
DP DP
nP D NP D
[u3PL] ,
TP n N
ascy
DP TP
Pro; /\
vP T
DP vP
f /\
VP v
DP \Y%
L tuttuklari
[3pL]

In our case, the terminal V node introduces the word tuttuklar: which comes
with an agreement feature [3PL] in addition to case, tense, and aspect features. This
feature will later check the uninterpretable feature [#3PL] under the D head. The
model assumes that the syntactic tree will be sent to the semantic-computation

interface, and this interface cannot work with uninterpretable features. Thus, all
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uninterpretable features must be checked. The most important aspect of this analysis
is that the features are introduced in the terminal node and the hierarchically upper
nodes only do the checking job.

Consider another possible analysis which does not share the same
assumptions with the previous model of syntactic theory. In this set of analyses, the
full form of the words is not provided in one single node. Instead, different
morphemes are provided in various syntactic nodes depending on their semantic
content. Theories like Distributed Morphology (Harley & Noyer, 1999; Halle &
Marantz, 1994) and Nanosyntax (Starke, 2010; Taraldsen, 2010; Caha, 2009) used
this type of analysis extensively. (3a) shows another way to represent object relative
clauses in Turkish. We also repeat the genitive-modified noun phrases to show the

comparison of syntactic depth. We also provide the inner syntactic structure of the

attractor DP.
(3) a. OBJECT RELATIVE CLAUSE b. GENITIVE-POSSESSIVE DP
DP DP
DP DP DP; DP
nP D NP D PIP D nP D
-lar ‘ A -in
TP n N NP Pl DP nP
-tuk ascl; ‘ -ler t A
DP TP NP NP n
pro; /\ Yonetici ‘ -s1
vP T N
TN asc1
DP vP
f A
VP v
DP A\

f tut-
Unlike the previous syntactic theories in which the plural information is
introduced under the V-head within the relative clause, the plural information is
introduced in a relatively higher position in (3a). In this type of representation, we do

not utilize the checking theory, and every node, or set of nodes, spells out the
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morphological counterpart of the function they serve. For example, the past tense
inflection (-ed) in verbs like ‘jumped’ would reside in the T head in this set of
theories, whereas it would reside under the V head with approaches that utilize the
Checking Theory.

As you can see in syntactic trees (3a) and (3b), the plural information in the
Genitive-Possessive DP construction is embedded more deeply than the plural
agreement marking in the relative clause construction. According to the spreading
activation formula of Marking & Morphing theory, the contribution of the plural
marking in (3a) to the root node should be higher since its weight which is
determined according to their syntactic depth will be higher.

Even though one may try to compare these two types of theories and conclude
that the former explains our results better, we are deliberately avoiding this
conclusion. This brief discussion did not aim to argue for what a better syntactic
theory should be. Instead, it aimed to show that there must be certain assumptions
about syntactic representation that we need to be explicitly utter. According to the
syntactic assumptions, the predictions of the Marking & Morphing account might
have conflicting results. We assumed a model that introduced the whole words under

the V nodes in this thesis.

6.6 Honorific Reading and Agreement Attraction

Another alternative explanation for the initial agreement attraction findings that we
have not covered in this thesis is a possible honorific/formal reading, which might
satisfy the presence of a plural marking at the verb. As discussed in Chapter 1, not

all plural markers on the verb are number agreement markers in Turkish (Goksel &
Kerslake, 2005). Consider sentences in (4a). The sentence is ungrammatical with the
intended meaning of plural number agreement. However, the sentence is grammatical
if we assume a formal register. In a context where we utter this sentence to a person

who is socially or hierarchically higher than us, the sentence is perfectly fine. We
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can continue this sentence with phrases like ‘sir’ (efendim) as in (4b), but not with

phrases like ‘lan’ as in (4c¢).

(4) a. Doktor Hamum gel-di-ler.
doctor Ms. come-PST-HON/*3PL

‘Ms. Doctor has arrived.’
* ‘Ms. Doctor have arrived.’

b. Doktor Hamum gel-di-ler efendi-m.
doctor Ms. come-PST-HON/*3PL sir-1PL.POSS

‘Ms. Doctor has arrived, sir.

c. * Doktor Hamim gel-di-ler lan.
doctor Ms. come-PST-HON/*3PL yo

‘Yo, Ms. Doctor has arrived.’

We hypothesized that due to the nature of complex noun phrases we and Lago
et al. (2019) utilized, the honorific reading might be the underlying reason for the
presence of agreement attraction. The relationship between the attractor and the head
noun was always a job-related relation: either the attractor provided a professional
service to the head noun as in ‘managers’ cook’ or the head was superior to the
attractor ‘students’ professor.” Therefore, on some occasions, participants might
entertain a formal context which can prevent the sentence from crashing even if it is
ungrammatical in informal contexts.

To test this possibility, we conducted a speeded acceptability judgment task in
which we manipulated the number of the attractor (singular x plural), the number of
the verb (singular X plural), and the post-verbal register marker (sir x yo). The head
subject was always singular. One example of experimental conditions can be seen in

(5). The conditions are provided with slashes and curly braces.

(5) [Milyoner-@/ler-(n)in terzi-si] tamamen gereksizce kov-ul-du-@/lar
millionaire-{SG/PL}-GEN tailor-POSS completely without.reason fire-PASS-PST-{3SG/3PL}
lan/efendi-m.

{yo/sir-1PL.POSS}

‘{Sir/Yo}, the {millionaire’s/millionaires’} tailor { was/were} fired for no reason
at all’

Our results showed that the presence of a formal register overall increased the
acceptability of ungrammatical sentences. However, a plural attractor was present in

formal and informal registers when the sentence was ungrammatical. If initial
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attraction findings in Turkish were due to a possible honorific reading of the ‘-lar’
marking on the verb, we would expect to have an increased overall acceptability with
plural attractor in ungrammatical sentences only in the formal register conditions.
However, this is not the case. For a detailed explanation and analysis of this

experiment, see Appendix A.

6.7 General Conclusions

Overall, our findings suggest that participants did not utilize form-related cues that
are either introduced with the ambiguous case markers on the subject head or the
homophonous markers of plurality and 3PL agreement. The previous findings of
Lago et al. (2019) were a genuine case of agreement attraction. Agreement attraction
effects were not due to case syncretism, lingering effects of erroneous parse, or
task-specific response strategies.

Existing cue-based retrieval accounts cannot explain our findings since most
previous studies and theorization do not refer to the role of part-of-speech tags and
case syncretism. Cue-based retrieval would expect a reduced effect of plural attractor
in ungrammatical sentences when the case syncretism is eliminated (Experiment 1).
In addition, all previous research on agreement attraction that dealt with case
syncretism, and found significant effects, manipulated the syncretism on the attractor.
Our results show that being head matters in the interaction between case marking and
attraction effects. The promotion of the head role in sentence processing cannot be
accounted for via cue-based retrieval theories without any additional assumptions.

Similarly, the results of Experiment 2 cannot be explained via cue-based
retrieval accounts. These models would expect interference due to the shared form of
plural and agreement marking. However, our results showed that even nominalized
verbs could not induce agreement attraction effects. Cue-based theories would need
to assume that there should be two different number features: one for agreement and
one for plurality. It would also need to keep record of part-of-speech tags and

entertain only the chunks that are marked with a denominal feature.
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We were also able to replicate theoretical implications of Hammerly et al.
(2019), which argued that grammaticality asymmetry is due to the a priori response
bias, not the retrieval mechanisms. We showed that participants’ bias affected the
attraction patterns. Participants accepted not only ungrammatical sentences with
plural attractors more often than the singular attractor ones but also grammatical
sentences with plural attractors compared to their singular attractor counterparts.
Results of Experiment 3 posed another challenge for cue-based retrieval theories: an
interference of an irrelevant cue (+PL) when there is a full match between the cues
and the features (+SG, +SUBJ).

Taken together, our results can be explained via the Marking and Morphing
account of agreement attraction. Due to the lack of specification of any mechanism
that incorporates case-marking in the Marking and Morphing account, we would
expect no difference in attraction patterns when the local ambiguity due to the case
syncretism was not present. Moreover, since the contribution of a plural diminishes
depending on its syntactic depth, the Marking and Morphing account would predict a
reduced or no effect of plural attractor in relative clause constructions. Lastly, an
effect of the presence of plural attractors independent of sentence grammaticality is
one of the signature predictions of the Marking and Morphing account. We showed
that its predictions hold when the extra-linguistic factors, such as response bias, is
nullified.

In the future, it would be interesting to calculate participants’ bias in previous
agreement attraction experiments and present a meta-analysis to investigate whether
the previous patterns of acceptability in grammatical sentences were due to the
response bias. Moreover, a notional replication of our Experiment 2, where the head
subject is marked with overt possessive rather than a nominative, would provide a
healthier comparison between relative clause attractors and genitive-modifier

attractors.! Lastly, we believe that we need to replicate Experiment 1 with a better set

"'We used object relative clauses in our Experiments 2A and 2B. The head subject was a bare DP
in all experimental sentences with a relative clause, different from our other experiments in which the
head subject was marked with an overt possessive marking. One can circumvent this problem by using
complement clauses as in (i).
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of fillers since the number of ungrammatical items might affect the participants’

response bias, thus the attraction patterns.

(1) Gel-dik-ler-i haber-i hizli duy-ul-du.
come-NMLZ-3PL-POSS news-POSS fast hear-PASS-PST

‘News of their coming was heard fast.’

However, since complement CPs can only be used with inanimate nouns like news, gossip, or story,
we would need to have another baseline attraction experiments with inanimate subjects.
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APPENDIX A
EXPERIMENT 4: AN INVESTIGATION OF THE REGISTER

One alternative hypothesis that might explain the present agreement attraction in
Turkish is the honorific interpretation of the -lar marking on the verb. As discussed in
Chapter 1, plural marking on the verb does not necessarily mean the subject is plural.
In some instances, it is a morphological reflex of the formal register in Turkish. This
additional meaning of the -lar marking raised the following question: ‘Can attraction
effects arise in informal registers?’ If the hypothesis mentioned above is the
underlying reason for the attraction effect, we would expect no effect of plural
attractor in ungrammatical sentences when we have an informal setting. To this end,
we modified our experimental sentences from Experiment 1. We included a new
register manipulation with two factors: a formal register with a post-verbal ‘efendim’

(sir) and an informal register with a post-verbal ‘lan’ (yo).

A.1 Participants

Our participants (N = 174) were native Turkish speakers and Bogazi¢i University
undergraduate students. In exchange for attending the experiment, they were given
extra credit in one of the pre-determined Linguistics courses. The average age of
participants was 21, ranging from 18 to 59. In the experimental process, both the
principles of the Declaration of Helsinki and the regulations concerning research
ethics at Bogazici University were followed without any exception. Before the
experiment, all participants were asked to provide informed consent. During the

experiment, any information regarding their identities was not collected.

A.2 Materials

In Experiment 4, we used the same 40 items from Experiment 1, but we included
another manipulation. In addition to manipulating the number of the verb and the
attractor (singular X plural), we also manipulated the register of the item (formal x

informal). We added a post-verbal interjection in all experiment items. The formal
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register conditions had an interjection which can be translated as ‘sir.” In contrast, the

informal register conditions ended with an interjection like ‘yo’ or ‘dude.” One set of

experimental conditions can be found in (1). One thing to note in these conditions is

that the presence of a plural verb creates ungrammaticality only in informal registers.

There is a speaker variability in the use of -lar as a formal register marker: while to

some Turkish speakers, ‘sir’ licenses the plural marker, for some, it does not. We

showed this variability with the % symbol.

(1) a. INFORMAL REGISTER
1. * PLURAL ATTRACTOR, PLURAL VERB

il.

[Milyoner-ler-in terzi-si] tamamen gereksizce kov-ul-du-lar lan.
millionaire-PL-GEN tailor-POSS completely without.reason fire-PASS-PST-3PL yo

‘Yo, the millionaires’ tailor were fired for no reason at all.’

PLURAL ATTRACTOR, SINGULAR VERB

[Milyoner-ler-in terzi-si] tamamen gereksizce kov-ul-du lan.
millionaire-PL-GEN tailor-POSS completely without.reason fire-PASS-PST yo

‘Yo, the millionaires’ tailor was fired for no reason at all.’

iii. * SINGULAR ATTRACTOR, PLURAL VERB

1v.

[Milyoner-in  terzi-si] tamamen gereksizce kov-ul-du-lar lan.
millionaire-GEN.SG tailor-POSS completely without.reason fire-PASS-PST-3PL yo

‘Yo, the millionaire’s tailor were fired for no reason at all.’

SINGULAR ATTRACTOR, SINGULAR VERB

[Milyoner-in  terzi-si] tamamen gereksizce kov-ul-du lan.
millionaire-GEN.SG tailor-POSS completely without.reason fire-PASS-PST yo

‘Yo, the millionaire’s tailor was fired for no reason at all.’

b. FORMAL REGISTER
1. % PLURAL ATTRACTOR, PLURAL VERB

il.

[Milyoner-ler-in terzi-si] tamamen gereksizce kov-ul-du-lar
millionaire-PL-GEN tailor-POSS completely without.reason fire-PASS-PST-3PL

efendi-m.

sir-1SG.POSS

‘Sir, the millionaires’ tailor were fired for no reason at all.’
PLURAL ATTRACTOR, SINGULAR VERB

[Milyoner-ler-in terzi-si] tamamen gereksizce kov-ul-du efendi-m.
millionaire-PL-GEN tailor-POSS completely without.reason fire-PASS-PST sir-1SG.POSS

‘Sir, the millionaires’ tailor was fired for no reason at all.’

1il. % SINGULAR ATTRACTOR, PLURAL VERB

1v.

[Milyoner-in  terzi-si] tamamen gereksizce kov-ul-du-lar
millionaire-GEN.SG tailor-POSS completely without.reason fire-PASS-PST-3PL
efendi-m.

sir-1SG.POSS

‘Sir, the millionaire’s tailor were fired for no reason at all.’

SINGULAR ATTRACTOR, SINGULAR VERB
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[Milyoner-in  terzi-si] tamamen gereksizce kov-ul-du efendi-m.
millionaire-GEN.SG tailor-POSS completely without.reason fire-PASS-PST sir-1SG.POSS

‘Sir, the millionaire’s tailor was fired for no reason at all.’

The experiment also included two sub-experiments in it, which served as

fillers. The first sub-experiment was concerned with the suspended affixation and

manipulated the presence of suspended affixation (no SA x SA) and the type of the

conjoiner (ve X ya da). Our experiment included 40 items with four conditions as in

2).

2) a.

AND CONJOINER, NO SUSPENDED AFFIXATION

De-dig-in-e gore bana ve Furkan-a izin ver-ecek.
say-NMLZ-POSS-DAT according_to .LDAT and Furkan-DAT permission grant-FUT

‘According to what she said, she will grant permission to me and Furkan.’
OR CONJOINER, NO SUSPENDED AFFIXATION

De-dig-in-e gore bana ya da Furkan-a izin ver-ecek.
say-NMLZ-POSS-DAT according_to I.DAT or Furkan-DAT permission grant-FUT

‘According to what she said, she will grant permission to me or Furkan.’

c. % AND CONJOINER, SUSPENDED AFFIXATION

De-dig-in-e gore ben ve Furkan-a izin ver-ecek.
say-NMLZ-POSS-DAT according_tol  and Furkan-DAT permission grant-FUT

b

‘According to what she said, she will grant permission to me and Furkan.

d. % OR CONJOINER, SUSPENDED AFFIXATION

De-dig-in-e gore ben ya da Furkan-a izin ver-ecek.
say-NMLZ-POSS-DAT according_toI - or Furkan-DAT permission grant-FUT

‘According to what she said, she will grant permission to me or Furkan.’

The other sub-experiment was concerned with the relationship between

suspended affixation and the type of embedded clause that encompasses the

suspended affixation. The sub-experiment manipulated the presence of suspended

affixation (SA X no SA) and the embedded clause type (conditional x temporal

adverbial). Our experiment included 40 items with four conditions as in (3).

3) a.

CONDITIONAL, NO SUSPENDED AFFIXATION

Eger yazin koy-e veya tatil-e gid-ebil-ir-se-m cok

if in_summers village-DAT or ~ vacation-DAT go-ABIL-AOR-COND-1PL very
eglen-iyor-um.

have_fun-IMPF-1PL

‘If I can go to the village or a vacation in summers, I have so much fun.’

CONDITIONAL, SUSPENDED AFFIXATION
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Eger yazin koy veya tatil-e gid-ebil-ir-se-m cok
if in_summers village or ~ vacation-DAT go-ABIL-AOR-COND-1PL very
eglen-iyor-um.

have_fun-IMPF-1PL

‘If I can go to the village or a vacation in summers, I have so much fun.’

c. TEMPORAL ADVERBIAL, NO SUSPENDED AFFIXATION
Yazin koy-e veya tatil-e gid-ebil-ince ¢ok eglen-iyor-um.
in_summers village-DAT or ~ vacation-DAT go-ABIL-WHEN very have_fun-IMPF-1PL

‘When I get go to the village or a vacation in summers, [ have so much fun.’

d. TEMPORAL ADVERBIAL, SUSPENDED AFFIXATION
Yazin koy veya tatil-e gid-ebil-ince ¢ok eglen-iyor-um.
in_summers village or ~ vacation-DAT go-ABIL-WHEN very have_fun-IMPF-1PL

‘When I get to go to the village or a vacation in summers, I have so much
fun’

A.3  Procedure

Experiment 4 was carried out in the same manner as Experiment 1. However,
participants had 40 experimental items and 80 fillers, coming from two
sub-experiments. Participants did not see all conditions from these sub-experiments
since they were also distributed among four different lists. Since there are no real
fillers, we believe this experiment should be replicated in a proper experimental
setting without sub-experiments. However, we also think that the presence of 80
agreement attraction irrelevant items would make participants pay less attention to

attraction items.

A4 Analysis

In Experiment 4, we only removed participants according to their accuracy in practice
items. We excluded 8 participants from our experiments who answered more than
half of the practice items wrong.

We analyzed yes responses with a Bayesian Generalized Linear Model in
which we assumed that responses were distributed following a Bernoulli distribution
with a probit link function. Furthermore, we analyzed only experimental sentences
without including the missing data in the formula and used three categorical

predictors and their interactions. We used (i) verb number, (ii) attractor number, and
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(ii1) formal register, as well as their interactions as predictors. Moreover, we used
by-participant and by-item intercepts and slopes for all predictors. All factors were
sum-coded. We used 0.5 for the following levels: (i) plural verb, (ii) plural attractor,
and (ii1) formal register.

We have used the same priors that were specified in the analysis of

Experiment 1.

A.5 Results

Figure 25 shows the average proportions of ‘acceptable’ responses by experimental
conditions for Experiment 4. The x-axis shows the register type (formal X informal),
and the y-axis shows the percentage ‘acceptable’. The line type represents the
attractor number. The dotted lines signal singular attractors, and the solid lines signal
plural attractors. The graph has two facets: Singular verbs on the left-hand side and

plural verbs on the right-hand side.

Grammatical Ungrammatical
(Singular Verb) (Plural Verb)
50.0%
© 90.0%
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=
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formal informal formal informal
Register
Attractor Number —— Plural ---- Singular

Figure 25. The average percentage of acceptable responses according to the
experimental conditions in our Experiment 4. Error bars signal standard errors
calculated following Morey (2008) and Cousineau (2005).

We see that in both formal and informal registers, participants accepted
sentences with plural attractor and verb (M = 0.44 and 0.25, SE = 0.02 and 0.02, for

formal and informal registers, respectively) more often than singular attractor
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counterparts (M = 0.34 and 0.16, SE = 0.02 and 0.02, for formal and informal
registers, respectively). This clearly shows that the agreement attraction effects were
due to a possible honorific reading.

As we expected, formal registers with words like ‘sir’ licensed the presence
of a plural verbal agreement. However, due to the speaker variability, the
acceptability of sentences with a plural verb in the formal register conditions (M =
0.44 and 0.34, SE = 0.02 and 0.02, for singular and plural attractor conditions,
respectively) were not on par with the sentences with the singular verb in the formal
register conditions (M = 0.88 and 0.87, SE = 0.01 and 0.01, for singular and plural
attractor conditions, respectively). Interestingly, in informal registers, there is a slight
difference between singular attractor (M = 0.82, SE = 0.02) and plural attractor
conditions (M = 0.77, SE = 0.02) with plural verb. We also see that singular verbs in
informal registers were accepted less often than those in the formal register
conditions.

Figure 26 shows the coefficient posterior summaries extracted from our
Bayesian GLM fitted to the data from Experiment 4. On the right-hand side, we see
the posterior probability of the effect of a coefficient being smaller than 0. The dot

shows the mean estimate of the posteriors while the line indicates 95% credible

intervals.

P(B<0)

Formal Reg. — [<.001]
Ungrammaticality — [>.999]

Plural Attactor —— [ .006]

Trial No (log) -« [ .63]

Reg. * Ung. —— [ .02]

Reg. * Pl. Att. —_—— [ .13]
Ung. * PI. Att. —— [<.001]

e G — [ .90]

3 2 41 0 1
Estimate (probit)

Figure 26. Estimates and 95% credible intervals for the probit regression coefficients
for the model of responses in our Experiment 4.
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The negative main effect of ungrammaticality (B = =211
CT =[-2.33;—1.90]; P(B < 0) > .999) showed that participants were able to detect
ungrammaticality. However, the estimate is smaller than our previous experiments
because the formal register occasionally licensed the presence of plural agreement on
the verb. The positive main effect of formal register (B = 0.52; C1 = [0.36;0.69];
P( < 0) < .001) was expected given that it licenses the plural agreement. The clear
positive effect of the interaction between the ungrammaticality and the plural
attractor (3 = 0.43; C'I = [0.18;0.68]; P(8 < 0) < .001) showed that the percentage
of ‘acceptable’ responses in ungrammatical are amplified when the attractor is plural
independent of the register. The weak negative interaction between the formal
register, ungrammaticality, and the plural attractor (B = —0.30; CI = [-0.78;0.17];
P(p < 0) = .90) implied that the presence of an interjection that might induce
formality decreased the amplification of the percentage of ‘acceptable’ responses

driven by the existence of plural attractor in ungrammatical sentences.

A.6 Discussion
Experiment 4 investigated an alternative account for Turkish agreement attraction
facts: a plural marker at the verb might induce an honorific reading and increase
acceptability in ungrammatical sentences similar to the effects seen in attraction
studies. We hypothesized that this honorific reading would not be possible with slang
interjections like ‘yo’, ‘dude, or ‘lan’ in Turkish. We conducted a speeded
acceptability judgment experiment with eight conditions to test this hypothesis. We
manipulated the number of the verb (plural x singular), attractor (plural x singular),
and the register (formal X informal).

Our results showed that formal interjections like ‘sir’ increased the overall
acceptability in ungrammatical sentences, and the effect of plural attractor was
present. More importantly, the same effect of plural attractor was also present in

informal register with slang interjection endings. Our results were also certified in
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our Bayesian GLM: positive interaction between the verb plurality and the attractor
plurality independent of the register.

We can say that the initial findings of Turkish agreement attraction were not
due to a formal reading licensing the plural verb. However, these results must be

taken with caution since the experimental design was sub-optimal.
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APPENDIX C
EXPERIMENT 1 ITEMS

C.1 Experimental Items

(1) Yoneticilerin/Y 6neticinin ascist mutfakta siirekli zipladilar/zipladi.

(2) Ogrencilerin/Ogrencinin ablasi simifta birden bayildilar/bayildi.

(3) Marangozlarin/Marangozun abisi atdlyeden hizla uzaklastilar/uzaklasti.
(4) Mabhallelilerin/Mahallelinin emlak¢is1 aniden kiistahga giildiiler/giildii.
(5) Kizlarin/Kizin halasi sabaha kadar agladilar/agladi.

(6) Damatlarin/Damatin dayis1 arada sirada sikildilar/sikildi.

(7) Doktorlarin/Doktorun ¢icekgisi giinden giine zayifladilar/zayifladi.

(8) Aristokratlarin/Aristokratin hizmetgisi yorgun argin yattilar/yatti.

(9) Konugmacilarin/Konugsmacinin sunucusu olaganiistii hizli kostular/kostu.
(10) Psikiyatristlerin/Psikiyatristin eczacist a¢ susuz dolastilar/dolasti.
(11) Politikacilarin/Politikacinin hocasi adliyeden ¢abucak ¢iktilar/cikti.
(12) Hakimlerin/Hakimin ¢aycisi nedensiz yere kizdilar/kizd.

(13) Oyuncularin/Oyuncunun hemsiresi etrafta amagsizca gezdiler/gezdi.
(14) Ogretmenlerin/Ogretmenin miidiresi biraz dnce aradilar/arad.

(15) Milyonerlerin/Milyonerin terzisi tamamen gereksizce bagirdilar/bagirdi.
(16) Bebeklerin/Bebekgin bakicisi ¢cok kibar davrandilar/davrandi.

(17) Cocuklarin/Cocugun dadis1 yiiksek sesle konustular/konustu.

(18) Futbolcularn siiriiciisii ¢ok yavas ¢alistilar.

(19) Modacilarin taksicisi saatlerce durmaksizin ictiler.

(20) Sanateilarin calgicist feci bir sekilde dldiiler.

(21) Dedektiflerin discisi ilk kez ¢ilginca eglendiler.

(22) Esnaflarin miisterisi sikayettten hemen sonra sustular.

(23) Sarkicilarin korumasi her zamanki gibi geciktiler.

(24) Gostericilerin izleyicisi aksama kadar sessizce oturdular.

(25) Cerrahlarin hastas1 aksamki gosteriden once kagtilar.

(26) Dalgiclarin annesi bile bile geg kaldilar.

(27) Fabrikatorlerin iscisi beklenmedik bir anda hastalandilar.

(28) Komedyenlerin yardimcisi poyrazdan dolayi tisiidiiler.

(29) Soforlerin yolcusu yemekten sonra yine aciktilar.

(30) Miihendislerin kapicisi erken 6demeden dolay: sevindiler.

(31) Pazarcilarin nakliyecisi mesaiden hemen sonra uzandilar.

(32) Oyuncularin egitimcisi ilk denemede epey zorlandilar.

(33) Mankenlerin modacis1 geg bir vakitte kalktilar.
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(34) Konuklarin teyzesi miithig bir agriyla uyandilar.

(35) Oglanlarin amcasi bos bir caddede yiirtidiiler.

(36) Avukatlarin komsusu toplantidan sonra birden sarardilar.
(37) Unliilerin falcis1 yabanci bir iilkede kayboldular.

(38) Ciftcilerin bekcisi normalden ¢ok yavas gezindiler.

(39) Kadinlarin ninesi gegen seneye gore dinglestiler.

C.2 Filler Items

(40) GRAMMATICAL FILLERS

a. Adamin annesi fenalaginca inek kurban ettiler.

b. Sosyologun 6grencisi konusunca tutarsizlik a¢iga ¢ikardilar.
c. Doktorun hemgiresi gelene kadar hasta taburcu ettiler.
d. Kemancinin sevgilisi 6liince mezar ziyaret ettiler.

e. Hocanin kapicisi bayilinca doktor rahatsiz ettiler.

f. Medyumun kocas1 sagcmalayinca falc1 zengin ettiler.
g. Bagkanin discisi tirsinca stajyer kabul ettiler.

h. Elestirmenin karis1 kivirtinca sapik tahrik ettiler.

i. Patronun kahyas1 diisiince diisman mutlu ettiler.

J- Miidiiriin ascis1 hazirlaninca yemek hazir ettiler.

k. Cocugun abisi iiziiliince oyuncak icat ettiler.

1. Psikologun hastas1 gecikince vakit hig ettiler.
m. Ressamin tedarikg¢isi kaybolunca tuval ithal ettiler.

n. Discinin temizlik¢isi yorulunca hademe ikna ettiler.
o. Kimyagerin kuryesi hapsurunca deney akil ettiler.

p. Mankenin motorcusu sizinca ¢irak mesgul ettiler.

g- Dekanin davetlisi gegince seyirci ayaga kaldirdilar.

r. Mafyanin yatirimcisi batinca kuyumcu tehdit ettiler.
s. Ascinin manavi kapaninca et tedarik ettiler.

t. Ogrencinin hocasi anlatinca makine icat ettiler.

(41) UNGRAMMATICAL FILLERS

a. Bakanin yardimcisi bulununca koltuk geri getirdi.

b. Ogrencinin hocasi ayrilinca proje birden unuttu.

c. Pizzacinin kuryesi tokezleyince soslar yere sacti.

d. Kralin soytaris1 asilinca sapka yerinde buldu.

e. Dekanin davetlisi hapsurunca ¢aylar aniden diisiirdii.
f. Dedektifin gozliik¢iisii evlenince hediyeler aglanarak verdi.
g. Politikacinin sozciisii yakalaninca aciklama haliyle kesti.
h. Kadinin temizlik¢isi bayilinca deterjan tekrar sagti.

1. Mankenin nisanlist vurulunca haber hizlica yaydi.
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J- Cobanin sozliisii tutuklaninca kamera sessizce soktii.
k. Dansoziin kocasi varinca kapi sakince acti.

1. Cevirmenin kaynanasi aramayinca metin keyfince bitirdi.
m. Fabrikatoriin muhasebecisi kovulunca hesap tamamen karigtirdi.
n. Unliiniin kiirkgiisii doniince kumas erkenden dikti.

o. Rektoriin yardimcis ataninca kiitiiphane gece kapatti.

p. Sarkicinin taksicisi gecikince trafik aniden kilitledi.

g- Cocugun dadis1 aramayinca bulasik saatlerce yikadi.

r. Ciftcinin tesisatcisi gelince borular giicliikle soktii.

s. Ciftin mobilyacis1 kizinca koltuk sinirle pargaladi.

t. Adamin falcis1 yanilinca fincan 6fkeyle kirdi.
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APPENDIX D
EXPERIMENT 2A ITEMS

D.1 Experimental Items

(1) Dovdiikleri ¢gocuk okula yorgun argin geldiler.

(2) Tuttuklar1 as¢1 mutfakta siirekli zipladilar.

(3) Tamdiklar1 miidiir sinifta birden bayildilar.

(4) Gordiikleri marangoz atdlyeden hizla uzaklastilar.

(5) Azarladiklar1 emlak¢r aniden kiistahga giildiiler.

(6) Reddetikleri akademisyen sabaha kadar agladilar.

(7) Beklettikleri aragtirmaci giin boyunca sikildilar.

(8) Baktiklar1 hasta giinden giine zayifladilar.

(9) Yorduklar1 oyuncu onikiden 6nce uyudular.

(10) Calistirdiklart hizmetci yorgun argin yattilar.

(11) Kovduklar1 sunucu olaganiistii bir hizla konugtular.
(12) Kaybettikleri turist a¢ susuz dolagtilar.

(13) Cezalandirdiklar1 hoca hapisten ¢abucak ¢iktilar.

(14) Uyandirdiklar ¢ayci nedensiz yere kizdilar.

(15) Susturduklart hemsire etrafta amagsizca gezdiler.
(16) Sorduklar1 miidire biraz 6nce aradilar.

(17) Gonderdikleri terzi tamamen gereksizee bagirdilar.
(18) Bulduklart bakici ¢ok kibar davrandilar.

(19) Begendikleri dadi sahil boyunca siiziildiiler.

(20) Arastirdiklar tamirci ¢ok yavas calistilar.

(21) Efkarlandirdiklar taksici saatlerce durmaksizin igtiler.
(22) Kovaladiklart ¢algic feci bir sekilde oldiiler.

(23) Gittikleri dis¢i ilk kez ¢ilginca eglendiler.

(24) Aglattiklart miisteri sikayetinden hemen sonra sustular.
(25) Cildirttiklar: koruma her zamanki gibi geciktiler.

(26) Getirdikleri izleyici aksama kadar sessizce oturdular.
(27) Delirttikleri hasta aksamki muayeneden 6nce kactilar.
(28) Anlastiklar1 terapist bile bile geg¢ kaldilar.

(29) Giivendikleri isci beklenmedik bir anda hastalandilar.
(30) Egittikleri hostes sert riizgarlardan dolay1 iisiidiiler.
(31) Doyurduklar1 yolcu yemekten sonra yine aciktilar.
(32) Cagirdiklar1 kapici erken 6demeden dolayi sevindiler.

(33) Yorduklar1 nakliyeci mesaiden hemen sonra uzandilar.
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(34) Yetistirdikleri egitimci ilk denemede epey zorlandilar.
(35) Kiraladiklar1 animator geg bir vakitte kalktilar.

(36) Yaraladiklar1 polis miithig bir agriyla uyandilar.

(37) Kagirdiklar1 hirsiz bos bir caddede yiiriidiiler.

(38) Zehirledikleri kral toplantidan sonra birden sarardilar.
(39) Gezdirdikleri falc1 yabanci bir tilkede kayboldular.

(40) Siiphelendirdikleri bek¢i normalden ¢ok yavas gezindiler.

D.2 Filler Items

(41) GRAMMATICAL FILLERS
a. Okuttuklar1 6grenci basarili olunca mutlu oldular.
b. Biriktirdikleri para diin kaybolunca cilgina dondiiler.
c. Diisiindiikleri teknisyen hizli ¢calistigindan tekrar ¢agirdilar.
d. Hazirladiklar1 yemek yere dokiiliince yenisini yaptilar.
e. Basladiklan film kétii ¢ikinca dizi izlediler.
f. Diktikleri aga¢ meyve verince epey sasirdilar.
g. Sevdikleri 6gretmen emekli olunca saatlerce aglamislar.
h. Kullandiklar ila¢ rahatsiz edince doktorla konusmusglar.
1. Soyledikleri yemek soguk gelince geri gonderdiler.
J- Ayipladiklari kadin onlar1 duyunca biraz gerildiler.
k. Bahsettikleri iinlii kafeye gelince sok olmuslar.
1. Bindikleri araba sorun ¢ikarinca hemen indiler.
m. Okuduklar siir seyirciler tarafindan begenilmeyince iiziildiiler.
n. Dinledikleri sarkic1 yanlarina gelince asir1 heyecanlandilar.
o. Kactiklar katil durunca rahat bir nefes aldilar.
p. Kargilastiklar1 ¢cocuk kayboldugu icin olduk¢a endiselenmisler.
g. Aldiklar1 elma kurtlandig1 i¢in atmak zorunda kaldilar.
r. Kirdiklar1 tabak kolayca yapistirilinca yenisini almadilar.
s. Yaptiklart heykel yagmurda 1slaninca kurulamaya giristiler.
t. Gidikladiklar1 bebek iistlerine kusunca banyoya kostular.
(42) UNGRAMMATICAL FILLERS
a. Kizdig1 bakan bulununca koltuk geri getirdi.
b. Aradig1 asistan ayrilinca proje birden unuttu.
c. Bekledigi kurye tokezleyince soslar yere sacti.
d. Giildiigii soytar1 asilinca sapka yerinde buldu.
e. Yazistig1 dekan hapsurunca caylar aniden diisiirdii.
f. Bildigi gozliik¢ii evlenince hediyeler aglanarak verdi.
g. Savundugu politikaci yakalaninca agiklama haliyle kesti.
h. Agirladig: temizlik¢i bayilinca deterjan tekrar sacti.
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1. Diigledigi manken nisanlaninca haber hizlica yaydi.

J- Sozlestigi fabrikator vurulunca kamera sessizce soktii.
k. istedigi dansoz varinca kapi sakince agti.

1. Haberlestigi ¢cevirmen aramayinca metin keyfince bitirdi.
m. Bagirdig1 muhasebeci kovulunca hesap tamamen karigtirdi.
n. Bulustugu kiirkcii doniince kumag erkenden dikti.

0. Sectigi rektor ataninca kiitiiphane gece kapatti.

p. Goriistiigii sofor gecikince trafik aniden kilitledi.

g- Kandirdig1 adam 6demeyince bulasik saatlerce yikadi.

1. Mesajlastig tesisatci gelince borular giigliikle soktii.

s. izdiigli mobilyaci kizinca koltuk sinirle parcaladi.

t. Tanisti§1 medyum yanilinca fincan 6fkeyle kirdi.
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APPENDIX E
EXPERIMENT 2B ITEMS

E.1 Additional Experimental Conditions

(1) Muhtarlarin cocugu okula yorgun argin geldiler.

(2) Yoneticilerin as¢is1t mutfakta siirekli zipladilar.

(3) Ogretmenlerin miidiirii stnifta birden bayildilar.

(4) Mobilyacilarin marangozu atdlyeden hizla uzaklagtilar.
(5) Mabhallelilerin emlakgis1 aniden kiistahca giildiiler.

(6) Hiikiimetlerin akademisyeni sabaha olana kadar agladilar.
(7) Projelerin aragtirmacisi arada sirada sikildilar.

(8) Doktorlarin hastas1 giinden giine durmadan zayifladilar.
(9) Yonetmenlerin oyuncusu onikiden 6nce uyudular.

(10) Aristokratlarin hizmetcisi yorgun argin yattilar.

(11) Konusmacilarnin sunucusu olaganiistii bir hizla konustular.
(12) Miizelerin ziyaretcisi a¢ susuz dolagtilar.

(13) Politikacilarin hocasi adliyeden ¢abucak ¢iktilar.

(14) Hakimlerin ¢aycis1 nedensiz yere kizdilar.

(15) Oyuncularin hemsiresi etrafta amagsizca gezdiler.

(16) Calisanlarin miidiresi biraz 6nce aradilar.

(17) Milyonerlerin terzisi tamamen gereksizce bagirdilar.
(18) Bebeklerin bakicisi ¢ok kibar davrandilar.

(19) Komsularin dadis1 sahil boyunca siiziildiiler.

(20) Polislerin tamircisi a¢ susuz ¢alistilar.

(21) Modacilarin taksicisi saatlerce durmaksizin igtiler.

(22) Sanatcilarin ¢algicist feci bir sekilde oldiiler.

(23) Dedektiflerin dis¢isi ilk kez ¢ilginca eglendiler.

(24) Esnaflarin miisterisi sikayettten hemen sonra sustular.
(25) Sarkicilarin korumasi her zamanki gibi geciktiler.

(26) Gostericilerin izleyicisi aksama kadar sessizce oturdular.
(27) Cerrahlarin hastas1 aksamki gosteriden once kactilar.
(28) Ogrenclerin terapisti bile bile gec kaldilar.

(29) Fabrikatorlerin iscisi beklenmedik bir anda hastalandilar.
(30) Yolcularin hostesi poyrazdan dolay: iistidiiler.

(31) Soforlerin yolcusu yemekten sonra yine aciktilar.

(32) Miihendislerin kapicisi erken 6demeden dolayi sevindiler.

(33) Pazarcilarin nakliyecisi mesaiden hemen sonra uzandilar.
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(34) Oyuncularin egitimcisi ilk denemede epey zorlandilar.
(35) Zenginlerin animatorii geg bir vakitte kalktilar.

(36) Vekillerin polisi miithig bir agriyla uyandilar.

(37) Pargsomenlerin hirsizi bos bir caddede yiiriidiiler.

(38) Topluluklarin krali toplantidan sonra birden sarardilar.
(39) Unliilerin falcis1 yabanci bir iilkede kayboldular.

(40) Ciftcilerin bekcisi normalden ¢ok yavas gezindiler.

E.2 Filler Items

The filler items used in this experiment were the same as those in Experiment 2A.
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APPENDIX F
EXPERIMENT 3 ITEMS

F.1 Experimental Items

The experimental items used in this experiment were the same as those in Experiment

2A.

F.2 Filler Items

F.2.1 Grammatical Fillers

(1) Profesoriin 6grencisi basarili olunca mutlu oldular.

(2) Cocugun kedisi diin kaybolunca ¢ilgina dondiiler.

(3) Ekibin teknisyeni hizli ¢calistiindan tekrar ¢agirdilar.

(4) Patronun yemegi yere dokiiliince yenisini yaptilar.

(5) Yonetmenin filmi kotii ¢ikinca dizi izlediler.

(6) Muhtarin agac1 meyve verince epey sasirdilar.

(7) Koyiin 6gretmeni emekli olunca saatlerce aglamiglar.

(8) Yaralinin ilac1 rahatsiz edince doktorla konusmuslar.

(9) Miisterinin yemegi soguk gelince geri gonderdiler.

(10) Grubun menajeri onlar1 duyunca biraz gerildiler.

(11) Mahallenin iinliisii kafeye gelince sok olmusglar.

(12) Tamircinin arabasi sorun ¢ikarinca hemen indiler.

(13) Sairin siiri seyirciler tarafindan begenilmeyince iiziildiiler.
(14) Dizinin bagrolii yanlarina gelince asir1 heyecanlandilar.

(15) Zanlimin avukati gelince rahat bir nefes aldilar.

(16) Valinin ¢ocugu kayboldugu i¢in olduk¢a endiselenmigler.
(17) Koyliiniin elmasi kurtlandig i¢in atmak zorunda kaldilar.
(18) Heykeltrasin vazosu kolayca yapistirilinca yenisini almadilar.
(19) Tiyatrocunun sac1 yagmurda 1slaninca kurulamaya giristiler.
(20) Komsunun bebegi iistlerine kusunca banyoya kostular.

(21) Sekizinci siniflar iilke ortalamasinin ¢ok iistiindeler.

(22) Cocuklar yeni filmi bensiz izlemeye karar verdiler.

(23) Bizi vazgecirmek icin yola bubi tuzagi kurabilirler.

(24) Yetkililer havalimaninda daha etkili bir yaklasim benimsediler.
(25) Valiler bolge meclislerinin secimini hep beraber belirlerler.
(26) Aslinda evde kimse yokken bu kadar simarmazlar.

(27) Insanlar dogayr mahvederek kendilerine zarar verdiler.
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(28) Avrupalilar Hindistan’1 ararken yanlighikla Avrupa’y1 kesfettiler.
(29) Bu yoredeki megalitler tapinak ingaasi i¢in taginmis olabilirler.

(30) Miittefikler askeri agidan 6nemli avantajlara sahiptirler.

F.2.2 Ungrammatical Fillers

(31) Bakanin yardimcisi bulununca koltuk geri getirdi.

(32) Ogrencinin hocasi ayrilinca proje birden unuttu.

(33) Pizzacinin kuryesi tokezleyince soslar yere sacti.

(34) Kralin soytarisi asilinca sapka yerinde buldu.

(35) Dekanin davetlisi hapsurunca caylar aniden diisiirdii.
(36) Dedektifin gozliikgiisii evlenince hediyeler aglanarak verdi.
(37) Politikacinin sozciisii yakalaninca aciklama haliyle kesti.
(38) Kadinin temizlikgisi bayilinca deterjan tekrar sagti.

(39) Mankenin nisanlis1 vurulunca haber hizlica yaydi.

(40) Cobanin sozliisii tutuklaninca kamera sessizce soktil.
(41) Dansoziin kocasi varinca kapi sakince agti.

(42) Cevirmenin kaynanas1 aramayinca metin keyfince bitirdi.
(43) Fabrikatoriin muhasebecisi kovulunca hesap tamamen karistirdi.
(44) Unliiniin kiirk¢iisii doniince kumasg erkenden dikti.

(45) Rektoriin yardimcist ataninca kiitiiphane gece kapatti.
(46) Sarkicin taksicisi gecikince trafik aniden kilitledi.

(47) Cocugun dadis1 aramayinca bulasik saatlerce yikadi.

(48) Cifteinin tesisatgisi gelince borular giicliikle soktii.

(49) Ciftin mobilyacis1 kizinea koltuk sinirle parcaladi.

(50) Adamin falcist yanilinca fincan 6fkeyle kird.

(51) Polisin eve gelmesi cocuga ansizin sdyledi.

(52) Kahvenin para 6demeyince barista arkasindan kostu.
(53) Amerika vergiyi reddedince ilk ¢ikan savas kazandi.

(54) Film sanat¢inin aile nefret etmesini anlatiyor.

(55) Restoran sakinleri bina girisi yonlendirmeyi unutmus.
(56) Usta bir gitarist oldugu hayran olundu.

(57) Trafik 1siklan siiriiciiniin kafasini karigtirmaya denedi.
(58) Ev arkadasi belki de birini kesin gormiis.

(59) Hastaneye varinca doktor hastadan arayip durmus.

(60) Yenisine erik receli bittiginden dolay1 aranmas.
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APPENDIX G
EXPERIMENT 4 ITEMS

G.1 Experimental Items

(1) Yoneticilerin ag¢is1 mutfakta siirekli zipladilar efendim.

(2) Ogrencilerin ablasi sinifta birden bayildilar efendim.

(3) Marangozlarin abisi atdlyeden hizla uzaklastilar efendim.

(4) Mabhallelinin emlakg¢ist aniden kiistahga giildiiler efendim.

(5) Kizlarin halasi sabaha kadar agladilar efendim.

(6) Damatlarin dayis1 arada sirada sikildilar efendim.

(7) Doktorlarin cicekgisi giinden giine zayifladilar efendim.

(8) Stajyerlerin enistesi geceden 6nce uyudular efendim.

(9) Aristokratlarin hizmetcisi yorgun argin yattilar efendim.

(10) Konugsmacilarin sunucusu olaganiistii-hizli kostular efendim.

(11) Psikiyatristlerin eczacis1 a¢ susuz dolastilar efendim.

(12) Politikacilarin hocas adliyeden cabucak ¢iktilar efendim.

(13) Hakimlerin ¢aycisi nedensiz yere kizdilar efendim.

(14) Oyuncularin hemsgiresi etrafta amagsizca gezdiler efendim.

(15) Ogretmenlerin miidiresi biraz 6nce aradilar efendim.

(16) Milyonerlerin terzisi tamamen gereksizce bagirdilar efendim.
(17) Bebeklerin bakicisi ¢ok kibar davrandilar efendim.

(18) Cocuklarin dadis1 yiiksek sesle konustular efendim.

(19) Futbolcularn siiriiciisii cok yavas calistilar efendim.

(20) Modacilarin taksicisi saatlerce durmaksizin ictiler efendim.

(21) Sanatcilarin galgicisi feci bir sekilde dldiiler efendim.

(22) Dedektiflerin dis¢isi ilk kez cilginca eglendiler efendim.

(23) Esnaflarin miisterisi sikayettten hemen sonra sustular efendim.
(24) Sarkicilarin korumasi her zamanki gibi geciktiler efendim.

(25) Gostericilerin izleyicisi aksama kadar sessizce oturdular efendim.
(26) Cerrahlarin hastas1 aksamki gosteriden 6nce kagtilar efendim.
(27) Dalgiglarin annesi bile bile ge¢ kaldilar efendim.

(28) Fabrikatorlerin iscisi beklenmedik bir anda hastalandilar efendim.
(29) Komedyenlerin yardimcis1 poyrazdan dolay1 iisiidiiler efendim.
(30) Soforlerin yolcusu yemekten sonra yine aciktilar efendim.

(31) Miihendislerin kapicisi erken 6demeden dolay1 sevindiler efendim.
(32) Pazarcilarin nakliyecisi mesaiden hemen sonra uzandilar efendim.

(33) Oyuncularin egitimcisi ilk denemede epey zorlandilar efendim.
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(34) Mankenlerin modacis1 geg bir vakitte kalktilar efendim.

(35) Konuklarin teyzesi miithis bir agriyla uyandilar efendim.

(36) Oglanlarin amcasi bos bir caddede yiiriidiiler efendim.

(37) Avukatlarin komgusu toplantidan sonra birden sarardilar efendim.
(38) Unliilerin falcis1 yabanci bir iilkede kayboldular efendim.

(39) Ciftcilerin bekcisi normalden ¢ok yavas gezindiler efendim.

(40) Kadinlarin ninesi gegen seneye gore dinglestiler efendim.

G.2 Sub-Experiment 1 Items

(41) Eger zamaninda defteri veya kitab1 okursam farki anlarim.

(42) Eger mutfakta elmay1 veya armudu yikarsam giizelce kurularim.

(43) Eger una vanilyayi veya tuzu eklersem iyice karistiririm.

(44) Eger geceleyin Veniisii veya Mars1 goriirsem fotograf ¢ekerim.

(45) Eger magazada pantolonu veya gomlegi begenirsem ciizdanimi yoklarim.
(46) Eger piknige mangali veya komiirii getirirsem herkesi sevindiririm.

(47) Eger sirkette yaziciy1 veya tarayiciy1 kullanirsam kagitlar: toplarim.

(48) Eger sofraya pilavi veya fasulyey1 koyarsam herkese paylastiririm.

(49) Eger gorevlilere yangini veya depremi bildirirsem adresimi hatirlatirim.
(50) Eger hastaya merhemi veya bandaji uygularsam atesini 6lgerim.

(51) Eger doktoru hastaneye veya bakanliga sikayet edersem dilek¢e yazarim.
(52) Eger tatilde konaklamaya veya yemege karisirsam bana kizarlar.

(53) Eger okulda 6gretmene veya dgrenciye sinirlenirsem dudagimi isiririm.
(54) Eger yazin koye veya tatile gidebilirsem ¢ok egleniyorum.

(55) Eger problemi asistana veya profesore sorarsam cevabi alirim.

(56) Eger sarimsagi salataya veya sosa atarsam iyice ezerim.

(57) Eger aynay1 yukariya veya saga kaldirirsam arkay1 goriiyorum.

(58) Eger masay1 duvara veya dolaba hizalarsam temizlemem lazim.

(59) Eger tercihi topluma veya bagkasina birakirsam gelecegimi planlayamam.
(60) Eger kosullar1 bolgeye veya insana uyarlarsam uyum saglanacak.

(61) Eger et dolapta veya buzlukta beklerse dinlenmis olur.

(62) Eger siirgiiler cekmecede veya rafta kullanilirsa fiyat artar.

(63) Eger miizik arabada veya konserde dinlenirse daha eglenceli.

(64) Eger sinekler evde veya binada yuvalanirsa ¢cogalmaya baslarlar.

(65) Eger yemek sokakta veya lokantada yenirse daha tatli.

(66) Eger sporcu antrenmanda veya magcta kosarsa kondisyonu artar.

(67) Eger birikim dovizde veya altinda tutulursa kazang saglanir.

(68) Eger zamlar elektrikte veya suda yogunlagsirsa ddemeler gecikecek.
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(69) Eger bakteriler suda veya karanlikta beklerse yapilar degisir.

(70) Eger lekeler kulakta veya bogazda yayginlasirsa doktorunuza bagvurun.
(71) Eger bebek kopekten veya kediden korkarsa kucagina al.

(72) Eger hediye aileden veya arkadas gelirse ¢ok sevinirsin.

(73) Eger ceza maastan veya bonustan kesilirse gelirin azalacak.

(74) Eger ziyaretci kapidan veya salondan gecerse bizimle karsilasacak.

(75) Eger yazar baskidan veya saldiridan usanirsa iilkeyi terk eder.

(76) Eger 06grenci internetten veya 6Zretmenden faydalanirsa gelisimini hizlandirir.
(77) Eger cocuklar televizyondan veya oyundan bikarsa onlar1 gezdirebilirsin.
(78) Eger yaglhlar sicaktan veya nemden hayiflanirsa klimay1 acabilirsin.

(79) Eger yanaklar1 soguktan veya utangacliktan kizarirsa yliziinii saklar.

(80) Eger pantolon ketenden veya pamuktan yapilirsa alerji yapmayabilir.

G.3 Sub-Experiment 2 Items

(81) Duyduguma gore bana ve Deniz’e mektup gelmis.

(82) Falciya gore bana ve Ekin’e yol ¢cikmus.

(83) Baksana Twitter’da bana ve Olgun’a laf sokmus.

(84) Onlara degil, bana ve Lale’ye fatura kesilecek.

(85) Bilmiyorum valla, bana ve Galip’e kahve 1smarlayacakmus.
(86) Disiplin kurulu bana ve Elif’e ceza verecek.

(87) Haftanin sonunda bana ve Metin’e bilet verecekler.

(88) Maile bakilirsa bana ve Omer’e haddimizi bildirecek.

(89) Magtan sonra bana ve Umit’e giiniimiizii gosterecekmis.
(90) Dedigine gore bana ve Furkan’a izin verecek.

(91) Yazdiklarina bakilirsa bana ve Muhammed’e siriksiklam agikmus.
(92) Suna baksana bana ve Onur’a delicesine hayranmus.

(93) Hep derdi bana ve Beyzanur’a araba alacakmus.

(94) Oniimiizdeki giinlerde bana ve Giines’e engel olacakmus.
(95) Son zamanlarda bana ve Ugur’a benzemeye ¢aligtyor.

(96) Annem haftasonu bana ve Aysegiil’e temizlik yaptirtacak.
(97) Bunu 6grendiklerinde bana ve Senem’e hesap soracaklar.
(98) Yaptiklarimizi goriince bana ve Taner’e diisman kesilecek.
(99) Diisiinsene mesela bana ve Firdevs’e davet gonderiyormus.
(100) Riiylarimda hep bana ve Goktug’a mesaj atiyor.

(101) Eninde sonunda bana ve Yildiz’a yol goriinecek.

(102) Onemli olan bana ve Berkay’a zarar gelmemesi.

(103) Eve gelince bana ve Serkan’a dert yanacakmus.
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(104) Baksana heralde bana ve Aysenur’a nutuk cekecek.

(105) Heralde cocugunu bana ve Mehmet’e sikayet edecek.
(106) Ingiltere’den getirdiklerini bana ve Gokhan’a hediye edecek.
(107) Bilge dedemiz bana ve Selin’e yol gosterecek.

(108) Teyzem kuzenimi bana ve Nesrin’e emanet edecek.

(109) Eskisi gibi bana ve Giilay’a ilgi gdstermiyor.

(110) Ofise gelince bana ve Giilsiim’e emir verecekmis.

(111) Bahsettigi kitab1 bana ve Is1l’a kargoyla gonderecekmis.
(112) Yarin aksam bana ve Yaren’e pasta yapacakmus.

(113) Bugiin yarin bana ve Buket’e haber verebilirler.

(114) Olanlar1 68renince bana ve Betiil’e gizlice sdyleyecekmis.
(115) Konferanstan once bana ve Fatih’e sunum yapacakmus.
(116) Yakin zamanda bana ve Yasin’e kismet ¢cikacakmis.

(117) Maagini alinca bana ve Ecem’e bilgisayar alacakmis.
(118) Yazdig1 sarkiy1 bana ve Nur’a armagan etmis.

(119) Patron haftaya bana ve Eray’a dosyalar1 diizenlettirecek.
(120) Miidiir galiba bana ve Orkun’a 1s kitleyecek.
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